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Abstract: Inspired by cooperative hunting skills and movement patterns of alligators in nature, 
this research paper proposes a novel bio-inspired meta-heuristic algorithm, named alligator 
optimisation (AgtrO) algorithm. Upon mathematical modelling, AgtrO emphasises two main 
phases: the hunting phase that mimics fishing, purse seining and catching mechanisms, and the 
relocating phase that mimics travelling and homing instinct mechanisms. The hunting phase 
discovers any promising global optimal area, towards tracking the true global optimal solution. 
Meanwhile, the relocating phase avoids local optima (traps) through local exploration and 
conducts in-depth investigations through local exploitation. The proposed AgtrO was tested on 
23 classical optimisation benchmark functions and ten modern CEC-C06-2019 benchmark 
functions, in comparison with eight recently proposed state-of-the-art algorithms. Upon 
evaluation, AgtrO has been proved to outperform other algorithms in terms of global-best 
achievement, while being very competitive in terms of convergence speed. 
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1 Introduction 
There is an increasing demand for more sophisticated 
optimisation techniques and algorithms, as state-of-the-art 
technologies require more effective optimisation for robust 
application. Through in-depth research and survey, potential 
application areas of near-term optimisation techniques 
include optimised plans for system, optimal system 
operation, optimal design of equipment, optimised 
equipment diagnostics and decision making that consider 
uncertainty. The system optimisation planning enhances 
system functionality and integration of subsystem elements 
to keep all components operating at or above user 
expectations. Tremendous efforts have been put into 
optimal construction, optimal facility expansion, optimal 
material procurement, optimal equipment layout, economic 

efficiency, and quality assurance. Recently, the application 
of system optimisation planning has begun to focus on 
broader fields, such as academia (Deng and Lv, 2020), 
engineering (Elekidis et al., 2018; Leiber et al., 2022), 
economics (Elekidis et al., 2018; Triska et al., 2021), 
medicine (Kodama et al., 2021) and politics (Burdova  
and Tikhonova, 2021). As per definition, operational 
optimisation is the process of ensuring that operations are 
performed as efficiently and effectively as possible, 
typically to minimise load and maximise operational 
capacity. Optimal design of equipment can be simply 
defined as a class of equipment designs that are optimal 
based on some statistical criteria. It mainly benefits from 
optimal construction, minimum volume and uniform 
properties (Li and Deng, 2020; Agushaka and Ezugwu, 
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2021; Guo, 2021; Lee et al., 2021). Equipment diagnostics 
is a subfield of control engineering that focuses on 
monitoring systems, identifying when faults occur, and 
pinpointing the type of fault and its location. The 
optimisation technique establishes a fault classification 
model, shortens the training time, improves the accuracy of 
fault diagnosis, and enables the equipment to recover from 
the fault through the recovery of the faulty components. 
This application is widely used in the medical field for the 
early detection of diseases such as breast cancer 
(Bensaoucha, 2021; Dou and Meng, 2021) and lung 
tumours (Luo et al., 2021), as these diseases must be cured 
at an early stage. Automatic computer-aided detection is a 
great way to reduce human error and improve detection 
accuracy. A final potential application, decision making, is 
primarily to maximise average profit and minimise risk 
hedging. Decisions must be based on real options, 
profitability assessments and operational efficiency. It is 
mainly employed in the financial field to maximise the 
average profit of a product while considering risk and 
quality assurance (Qin et al., 2022), or any other field where 
risk hedging needs to be considered (Lainas et al., 2020; Li 
et al., 2021a, 2021b; Rana and Varshney, 2021). 

To sum up, as technology develops, stronger 
optimisation techniques are required to obtain better 
solutions. This has prompted researchers to further deepen 
the improvement of various optimisation algorithms, 
pushing the technology to new heights. Optimisation is a 
process of searching for the most effective global minimum 
or maximum. Complex optimisation problems usually 
require more sophisticated resolution such as intelligent 
approach. It is often referred to as a class of population-
based algorithms because it assigns a large number of 
search agents for execution according to programmatic 
regulations inspired by nature. These algorithms basically 
fall into three broad categories: evolutionary, physics-based, 
and bio-inspired. 

An evolutionary algorithm is a probabilistic search 
method that simulates the process of natural selection based 
on biological evolution, such as reproduction, mutation, 
recombination, and selection, which enable the population 
to share and inherit the best-optimised information 
throughout generations (iterations). Some well-known 
evolutionary algorithms include evolutionary programming 
(EP) (Eiben and Smith, 2003), genetic programming (GP) 
(Vanneschi and Poli, 2012), differential evolution (DE) 
(Storn and Price, 1997), genetic algorithm (GA) (Holland, 
1975) and evolutionary strategies (ES) (Beyer and 
Schwefel, 2002). 

Physics-based algorithms mimic the rules of physics in 
the universe and are usually suitable for hybridising  
with other optimisation techniques. The comparatively 
popular physics-based algorithms include gravitational 
search algorithm (GSA) (Rashedi et al., 2009), space 
gravitational algorithm (SGA) (Shah-Hosseini, 2011) and 
electromagnetism-like algorithm (EMA) (Birbil and Fang, 
2003). 

On the contrary, bio-inspired algorithms mimic the 
social behaviours of a group of creatures. They are 
primarily the outcome of interspecies and intraspecies 
interaction in nature, where the essence of interaction can be 
either cooperative or competitive. Hence, bio-inspired 
algorithms are mostly regarded as swarm intelligence 
algorithms. Among popular bio-inspired algorithms are ant 
colony optimisation (ACO) (Colomi et al., 1991), artificial 
fish swarm algorithm (AFSA) (Li et al., 2002), artificial bee 
colony (ABC) (Basturk and Karaboga, 2007) and particle 
swarm optimisation (PSO) (Eberhrt and Kennedy, 1995). 
This group of optimisation techniques continues to be a 
prevalent theme of study. Just recently, in 2020, black 
widow optimisation (BWO) algorithm was proposed 
(Hayyolalam and Kazem, 2020). In 2019, emperor penguins 
colony (EPC), Harris Hawks optimisation (HHO) algorithm 
(Heidari et al., 2019), artificial coronary circulation system 
(ACCS) (Kaveh and Kooshkebaghi, 2019), blue monkey 
(BM) algorithm (Mahmood and Al-Khateeb, 2019) and 
sunflower optimisation (SFO) algorithm (Gomes et al., 
2019) were proposed. In 2018, emperor penguin optimiser 
(EPO) (Dhiman and Kumar, 2018), pity beetle algorithm 
(PBA) (Kallioras et al., 2018), lion pride optimisation 
algorithm (LPOA) (Kaveh and Mahjoubi, 2018) and coyote 
optimisation algorithm (COA) (Pierezan and Coelho, 2018) 
were presented. Therefore, it is well-proved that the 
development of bio-inspired algorithms is still a hot topic. 

The continued popularity of biomimetic algorithms has 
motivated researchers in the field to further investigate any 
possible developments in this research area. However, while 
all recently proposed bio-inspired algorithms have the 
unique ability to support current technological demands, 
they also have limitations in their selective search 
capabilities. Therefore, the development of novel algorithm 
is highly valued. This research work proposes a novel  
bio-inspired algorithm, referred to as alligator optimisation 
(AgtrO) algorithm. It mimics the living behaviours of 
alligators in nature. AgtrO involves two main phases: 
hunting phase and relocating phase. It is also a  
meta-heuristic algorithm, aiming to find, generate, or select 
a heuristic (partial search algorithm), which can provide 
sufficiently good solutions for optimisation problems, 
especially in the case of incomplete information or limited 
computing capability. AgtrO is expected to be able to deal 
with different optimisation issues, as the hunting phase 
emphasises global search (including global exploration and 
global exploitation), and the relocating phase emphasises 
local search (including local exploration and local 
exploitation). 

This paper is outlined as follows: Section 1 introduces 
the research work, Section 2 describes the inspiration of this 
research work, Section 3 explains the methodologies of the 
proposed AgtrO algorithm, Section 4 describes the 
simulation setups, analyses the results and discussion, and 
Section 5 conclude the research work. 
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2 Inspiration 
In 2015, a study conducted by Dinets (2015) from the 
University of Tennessee, Knoxville has confirmed that 
alligators often work as teams when hunting. This is indeed 
a good inspiration for the swarm-based architectures in the 
algorithm. After more than 3,000 hours of personal 
observation, Dinets (2015) obtained credible samples about 
the coordination and cooperation of alligators in nature. An 
interesting fishing behaviour of American alligators was 
discovered from his observations. Dinets (2015) observed 
that three larger alligators drove the fish from the depth of 
the lake to the shallows, while four smaller and agile 
alligators blocked their escape and fed on them. The four 
smaller alligators were waiting for the fish to reach their 
position and were ready to chase and hunt down the fish 
when they were in the fishing range. Subsequently, a role 
exchange was observed. 1 of the 3 larger alligators that once 
played the role of driving has joined the role of fishing. This 
is an impressive hunting pattern with a strong emphasis on 
cooperation, as it reflects the fact that in addition to being 
just a contributor, a larger alligator can also be a beneficiary 
from the contributions of other allies. In addition to 
observing himself, Dinets (2015) also collects reliable 
samples from another researcher: Chip Campbell stated that 
American alligators adopt a purse seining behaviour, where 
a group of alligators eased themselves into a loose 
semicircle and then approaches inward (close in), pushing 
schools of fish to entrap them in a shrinking pool. As 
observed, the alligators execute catching behaviour after 
purse seining. In this behaviour, they hunt in an orderly 
manner, taking turns to catch their prey to avoid collisions 
during foraging. As Campbell also mentioned in the 
statement, at any given time, about 1/2 of the alligators were 
resting and waiting for their turn. When an alligator 
captures a fish, it would swim out and join the resting 
alligators. At the same time, one of the previously resting 
alligators would slide out and join the active hunting group. 
All the available evidence makes alligators social species. 

The movement patterns of alligators have also caught 
research attention. Long ago, in 1984, research has been 
conducted on the movement of alligators that often live in 
remote areas through very high-frequency radio telemetry 
technology (Rodda, 1984). 19 juvenile alligators were 
displaced to a diameter in the range of 1–10 outside their 
home range and were tracked by radio telemetry. At least 
ten of them headed directly homeward and completed their 
homing journey, but in other cases, habitat obstacles seemed 
to deviate the alligators’ homing path. This research reveals 
the true navigational capabilities of alligators, thus proving 
that they have a strong homing instinct. In 2011, alligator 
movement patterns were quantified with passive acoustic 
telemetry (Rosenblatt and Heithaus, 2011). In this study, 16 
American alligators (all males) were tracked for at least six 
consecutive months. As a result, three different broad 
classes of alligator movements were detected among these 
16 alligators. The first group (two alligators) remained in 
the middle of the estuary during the entire detection period. 
The second group (nine alligators) regularly moves between 

the middle and downstream areas of the estuary, and 
occasionally enters the upstream area. The third group (five 
alligators) often moved between the middle and upstream 
areas of the estuary and never used the downstream areas. 
Some of these have shown that alligators have relatively 
sedentary characteristics (Fujisaki et al., 2014), whereas 
others have shown that they have the ability to travel long 
distances (with dispersal into different systems) (Lance  
et al., 2011). These individual behavioural patterns of 
alligators: the homing instinct behaviour and travelling 
behaviour inspired an in-depth idea of novel architecture, 
that is, the strategy of getting rid of local traps by constantly 
switching between travelling and homing instinct, 
repeatedly verifying, and escaping from local optima. 

3 Mathematical model of proposed AgtrO 
algorithm 

Inspired by the ecology of alligators in nature mentioned 
beforehand, we hereby formulate a novel optimisation 
algorithm, named ‘AgtrO algorithm’. AgtrO mimics the 
living behaviours of alligators by emphasising their 
cooperative hunting skills and relocating patterns through 
mathematical expressions. The algorithm proposes a total of 
two phases (generally including all the behaviours 
mentioned above), which are: 

1 hunting phase 

2 relocating phase. 

Each phase proposes a main equation, which will be 
explained and analysed in the following subsections. 

3.1 Hunting phase 
This is the main phase where the agents imitate the 
cooperative hunting behaviours of alligators. Agents act 
systematically according to the concept of hunting, where 
they are interdependent of each other during simulation. The 
mechanism in the hunting phase can be expressed 
mathematically as follows: 

( )1 1i i i

t t tt t
F PS i Ci i F+  = + + − + 
   
 X X W V W V V  (1) 

where • denotes the element-by-element multiplication, t ∈ 
{1, …, tmax} denotes the index of iteration, i ∈ {1, …, NPop} 
denotes the index of population, and 


W  represents the 

weight vector. Note that tmax is the maximum number of 
iterations and NPop is the maximum population number. F 
represents the flag, so Fi is the flag for the ith agent. X 
represents the position point, hence t

iX  is the position point 
of the ith agent at tth iteration, and 1t

i
+X  is the position point 

of the ith agent at (t + 1)th iteration. According to equation 
(1), the hunting mechanism is modelled as a combination of 

three position vectors: ,  i i

t t
F PS
 
V V  and ,i

t
C

V  where each 

position vector represents each hunting element in nature. 
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i

t
F

V  is a position vector imitating fishing behaviour, i

t
PS

V  

is a position vector imitating purse seining behaviour, while 

i

t
C

V  is a position vector imitating catching behaviour. 

3.1.1 Fishing stage 

Inspired by the fishing mechanism in nature, i

t
F

V  is 

formulated to operate as a global exploration vector, where 

i

t
F

V  can be expressed as follows: 

( )( )11i

t t
F prey ir= + −

V X X  (2) 

where r1 is a random number within 0 and 1, and Xprey is the 
position of prey driven by other hunting agents. To ensure 
that the prey is driven to a position closer to or in front of 
the ith agent, Xprey is expressed as follows: 

,10.9 0.1

n
ldr jjt

prey i n
== +

 X
X X  (3) 

where Xldr is the leader solution, and n is a random integer 
within 1 and 3. The ith agent in execution can select at least 
1 and at most 3 agents that currently have better performing 
objective fitness values than the ith agent during the iterative 
process. We refer these selected agents as leaders and their 
current positions as the leader solutions, Xldr. Note that the 
leaders are playing the role of the larger alligators, driving 
the prey to the front of the ith agent. The stochastic selection 
of n leaders is conducive to global exploration, making the 
search more decentralised and effective, thereby 
accelerating the convergence speed towards optimised 
solution achievement. 

During the fishing mechanism, the ith agent moves in a 
promising direction towards the highly probable global 
optimal regions that these leader agents have explored in 
advance. This improves the efficiency of exploration, 
thereby ensuring a promising global exploratory search for 
the ith agent. In theory, it is expected to further speed up the 
convergence speed of the optimisation. 

Equation (2) can be executed normally by every agent at 
each iteration, but there are exceptional cases, where (in 
terms of objective fitness): 

• The 1st ranked agent will not execute the fishing 
mechanism [equation (2)] because it is currently the 
best performing agent (that is, in this iteration, there is 
currently no other agent with better objective fitness 
value than it). In other words, no one can be selected 
for help. 

• The 2nd ranked agent can only select the 1st ranked 
agent for help because there is no other selection with 
better an objective fitness value. 

• The 3rd ranked agent can only select the 1st ranked or 
2nd ranked agent, or both, for help. 

3.1.2 Purse seining stage 

Inspired by the purse seining behaviour of alligators, i

t
PS

V  

is formulated to operate as a global exploitation vector, 

where i

t
PS

V  is expressed as follows: 

( )(1 )i

t t t
PS igbestA= − −

V X X  (4) 

where t
gbestX  is the global best solution at tth iteration, 

which is defined as the best solution among all the positions 
that the population have visited so far throughout the 
iteration, and A is the coefficient value, which can be 
expressed as: 

22A r= − +α α  (5) 

where r2 is a random number within 0 and 1, used to assign 
different coefficient values of A to respective agents to 
achieve a variable and flexible hunting range, and α is an 
adaptive parameter determined using the following 
expression: 

2

max
1 t

t
 = − 
 

α  (6) 

Equation (5) well reflects that the coefficient A is a random 
variable in the range from –α to α. The parameter α 
gradually declines from 1 to 0 at a slight decreasing rate, as 
to arrange for earlier access to detailed exploitation to 
improve the global-best achievement in AgtrO. 

Agents refer to the global best solution, t
gbestX  as the 

location of prey to be purse seined. During execution, the ith 
agent updates its position point by bringing itself closer to 

.t
gbestX  Each agent has the natural characteristics of an 

alligator, which can accurately recognise the exact location 
of the prey and other agents. This is well reflected in 
Equation (4), that is, the ith agent can accurately locate 

t
gbestX  without bias. 
From mathematical perspective, a group of agents work 

together to form a loose semicircle to surround the prey. 
During execution, the agent updates its position along the 
line pointing to the global best solution, ,t

gbestX  depending 
on the value of A. The smaller the value of |A|, the closer it 
will be to .t

gbestX  If A has a negative value, the agent will 
choose to attack from the opposite direction. In theory, this 
is to ensure that the targeted prey can be surrounded from 
two opposite directions without leaving any escape routes. 

3.1.3 Catching stage 
Inspired by the systematic catching behaviour, we 

formulated i

t
C

V  as follows: 

( )( )(1 )i i

t tt t
C PSigbestM= + − +
 
V X X V  (7) 
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where M represents catching momentum, which is 
expressed as follows: 

( ) ( )
( )( ) ( )( )max min

t t
igbest

t t

f f
M e

f f

 −
 =  − 

X X

X X
 (8) 

where f( ) is the objective function that returns the objective 
fitness value, e( ) returns the exponential value, max(f(Xt)) 
returns the maximum element of f f(Xt) array, and min(f(Xt)) 
returns the minimum element of f(Xt) array. The 
multiplication with (1 + M) can be referred to as the 
propulsion exerted by the ith agent to catch the prey in 

t
gbestX  from ,t

iX  where 1 ensures that the ith agent reaches 

,t
gbestX  and M provides the tendency to stop the ith agent 

within an acceptable distance behind .t
gbestX  Note that the 

final position of the agent in execution will certainly not 
break through the semi-circular purse seining net that 
theoretically surrounds and entraps the prey. 

i

t
C

V  becomes a supportive vector for ,i

t
PS

V  which is 

also a secondary global exploitation vector in AgtrO. 

During execution, i

t
C

V  sharpens the global exploitation 

search by contrasting the difference between ( )t
gbestf X  and 

( )t
if X  to estimate the appropriate momentum M in 

equation (8). The greater the difference, the smaller the 
momentum M of the ith agent. As the huge difference in 
objective fitness values indicates that the ith agent has not 
fully converged, hence it provides less intensive momentum 
to bring the final position point of the ith agent closer to the 
opposite of .t

gbestX  This is beneficial for global exploitation, 
as it can accelerate the search tempo by fine-tuning the 
agent to the desired position as per determined by the 
current fitness. 

By definition, global exploration is a search operation to 
discover the global optimal area, and global exploitation is a 
search operation to track the true global optimal solution 
that is likely to exist somewhere within the global optimal 
area. Therefore, emphasising global exploration in the early 
iterations and global exploitation in the later iterations is an 
ideal strategy to achieve good solutions in optimisation. 
Equation (1) follows this concept by having the weight 
vector 


W  varies from 0 to 1 to distribute the ratio of global 

exploration and global exploitation, where 

W  is formulated 

as follows: 

3r=

W β  (9) 

where r3 is a random array within 0 and 1, which allocate 
variable vector values of 


W  to respective agents, and β is 

the parameter that determines the maximum allowable 
vector value in each iteration loop, which is adapted using 
the following expression: 

max

2

max
1

t
tt

t
 = − 
 

β  (10) 

The parameter β is halved from its maximum value when it 
reaches 50% of the entire iteration. This is where the major 
proportions begin to shift from global exploration to global 
exploitation. The idea is to allocate the first half iteration to 
a higher proportion of global exploration and the second 
half iteration to a higher proportion of global exploitation to 
balance the contradiction between the two search 
operations. In this way, the agents have been given enough 
iterations to explore a global optimal area and then 
continues to exploit the true global optimal solution within 
this area. 

In equation (1), Fi is inserted into i

t
C

V  to turn on or off 

the execution of .i

t
C

V  This allows the ith agent to mimic the 

nature of alligators to ‘take turns’ in executing the catching 
behaviour. Fi can be expressed as follows: 

1 %3
0 %3i

i t
F

i t
=

=  ≠
 (11) 

where % denotes the modulus operation. Whenever Fi = 1, 

i

t
C

V  works normally for the ith agent at that iteration, and 

whenever Fi = 0, i

t
C

V  is temporarily terminated for the ith 

agent at the iteration. The number of modulo 3 in  
equation (11) brings another implication, that is, only one 
out of three agents is allowed to join the catching stage at a 
time. 

3.2 Relocating phase 
In the non-hunting phase, alligators choose to rest or 
relocate. Since the resting phase is not conducive for 
optimisation, we mainly imitate the relocating patterns of 
the alligators. In mathematical terms, this is the stage where 
the agents mimic the instinct of wild alligators to explore 
new habitats or return home. The mechanism of the 
relocating phase can be mathematically expressed as 
follows: 

1
/ i i

t tt t
T H Wi i

+ = + +
 

X X V V  (12) 

According to Equation (12), the relocating mechanism is 

modelled as a combination of two position vectors: / i

t
T H

V  

and ,i

t
W

V  where / i

t
T H

V  is a position vector imitating both 

travelling or homing instinct behaviour, while i

t
W

V  is a 

position vector that simulates the external causes of 
uncontrollable waves. 
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3.2.1 Travelling or homing instinct stage 
With reference to the travelling and homing instinct 
behaviours of alligators in nature, we could formulate 

/ i

t
T H

V  as follows: 

( )( )/ 4 ,1 | | 2i

t t t
T H ii lbestC r= − −

V X X  (13) 

where | | denotes the absolute value, r4 is a random number 
within 0 and 1, and ,

t
i lbestX  is the local best solution of the 

ith agent. The ith agent regards ,
t
i lbestX  as its home-territory, 

where ,
t
i lbestX  can also be defined as the best solution 

among all the positions that the ith agent has visited so far 
throughout the iteration. If a better solution is found by the 
ith agent at tth iteration, the ith agent will replace 1

,
t
i lbest

+X  with 
this solution, indicating that the agent can imitate the nature 
of creatures to migrate to a more comfortable living space. 
As the memory is fuzzy and unreliable, r4 is used as a 
random number to offset the exact position of , ,t

i lbestX  
which imitate that an alligator vaguely remembering the 
direction towards the home area. C is the coefficient value, 
which can be expressed as follows: 

52C δ r δ= − +  (14) 

where r5 is a random number within 0 and 1, used to assign 
different coefficient values of C to respective agents to 
achieve a variable and flexible relocating range, and δ is the 
parameter adapted using the following expression: 

max

5
5 1

max
20 1

t
ttδ

t

 − 
 

 
  = −     

 (15) 

Equation (14) well reflects that the coefficient C is a 
random variable in the range from –δ to δ, where the 
parameter δ declines from 20 at an increasing rate at the first 
half of the iteration and then declines to 0 at a decreasing 
rate until the end of the iteration. The agent either enters the 
travelling mechanism or the homing instinct mechanism 
depending on the coefficient value of C. When |C| ≥ 1, the 

equation (13) operates as the travelling vector ,i

t
T

V  where 

the ith agent moves away from ,
t
i lbestX  as the intention to 

imitate the long-distance travelling behaviour. When |C| < 1, 

Equation (13) operates as the homing instinct vector i

t
H

V  

where the ith agent moves toward ,
t
i lbestX  as the intention to 

imitate the homing instinct behaviour. In fact, δ is 
distributed at a ratio of 19:1, representing the available step 
range allocated to the travelling and homing instinct 
mechanisms, respectively. 

Through their relocating patterns, we know that i

t
T

V  

serves as a local exploration vector to help the ith agent 

escape the most likely local trap in , ,t
i lbestX  and i

t
H

V  serves 

as a local exploitation vector to allow the ith agent to return 

to the vicinity of ,
t
i lbestX  to find any possible better solution. 

As we expand the analysis, 64% of the entire iteration 
becomes the turning point for the transition from local  
exploration to local exploitation stage, exactly when δ ≈ 1. 
Hence, it is roughly estimated that there are 64% local 
exploration and 36% local exploitation throughout the total 
iterations. 

3.2.2 Environmental Wave 
By considering the environmental effects on relocating 

mechanism, i

t
W

V  is formulated as follows: 

( ),(1 )i

t t t
W ii lbestω= ± ⋅ −

V X X  (16) 

where the coefficient ω can be expressed as follows: 

( ) ( )( )cos(2 ) (1 ) sin(2 )Bω e L πB L πB= + −  (17) 

where L is a binary logical array, used to select sine or 
cosine element for a specific dimension in equation (17), 
and B is the coefficient value, which can be expressed as 
follows: 

6B γr=  (18) 

where r6 is a random number within 0 and 1, mainly used to 
assign different coefficient values of B to respective agents, 
and γ is the parameter adapted using the following 
expression: 

5

max
50 1 tγ

t
 = − − 
 

 (19) 

i

t
W

V  is neither an exploration vector nor an exploitation 
vector for the ith agent. Instead, it represents an additional 
local displacement vector that has a strong influence on the 

relocating mechanisms of the ith agent. i

t
W

V  mimics the 

wave vector of vortex in nature, where the centre point of 
the vortex imposed on the ith agent is defined as , .t

i lbestX  
The combination of sine and cosine elements in equation 
(17) constitutes the helical shape of the vortex, as shown in 

Figure 1. As we expand the analysis, i

t
W

V  serves as a 

clockwise or anti-clockwise vortex vector, pulling the agent 
toward the centre of the vortex by force, as the intention of 

trapping the ith agent in , .t
i lbestX  i

t
W

V  plays its true value 

through combination with i

t
T

V  and ,i

t
H

V  where it acts as a 

supportive vector to / .i

t
T H

V  It first displaces the initial t

iX  
of the ith agent to the either (±) side of the tail of the vortex, 
thereby imposing an inward circular position vector, which 

neither significantly promote nor demote / ,i

t
T H

V  but shifts 

the vector direction of / i

t
T H

V  for more diverse and credible 

local search in the entire relocating mechanism. 



 Alligator optimisation algorithm for solving unconstrainted optimisation problems 17 

Figure 1 3D display of wave vector in AgtrO, (a) anti-clockwise 
wave vector (b) clockwise wave vector (see online 
version for colours) 

 
(a)   (b) 

3.3 Complete mechanism 
The proposed AgtrO is a meta-heuristic algorithm. There 
are two main executable phases: the hunting phase and the 
relocating phase. Both phases have their own advantages, 
and only one phase may not be able to solve specific 
problems. Each of them addresses a given type of 
optimisation problem from their own perspective, and 
hence, the combination of the two phases in AgtrO is 
expected to solve all the included problems. Overall 
speaking, the hunting phase concerns on large-scale search, 
clustering, global optimal approach, and cooperation, which 
is conducive to deal with the unimodal objective functions. 
On the other hand, the relocating phase concerns on getting 
rid of local optima (traps), proving the rationality of the 
local optimal approaching, making personal decisions, and 
staying away from the cluster, which is conducive to deal 
with the multimodal objective functions. 

The agents (alligators) are independent of one other and 
will decide which phase to enter during each iteration based 
on random selection, without using unnecessary decision 
coefficients. This is to ensure that agents are not restricted 
by any fixed decision-making patterns and to prevent the 
execution time of the algorithm from being prolonged due 
to excessive patterns of selection. Each agent has half the 
chance to enter hunting phase or relocating phase, deciding 
on whether to execute equation (1) or equation (12), 
respectively. Both mathematically simulate the real 
behaviours of alligators in nature, while maintaining good 
performance for optimisation. Since the displaceable 
distance of the agent is varied indirectly through random 
numbers or random array, it brings to a more flexible 
change of pace, so that each iterative update of position is 
not regular. In addition, agents can share and update the 
same information on t

gbestX  even if they enter different 
phases in the iteration. The interaction among the entire 
population is considered to produce better performance 
because it can share the benefits from both phases through 
the exchange of information during each iterative update of 

t
gbestX  solution. For ease of understanding, a vector diagram 

of the AgtrO mechanism is presented in Figure 2. 

 

Figure 2 Vector diagram of the proposed AgtrO mechanism  
(see online version for colours) 

  

4 Results and discussion 
AgtrO was evaluated by comparing its performance with 
other optimisation algorithms. aquila optimiser (AO) 
algorithm (Abualigah et al., 2021b), arithmetic optimisation 
algorithm (AOA) (Abualigah et al., 2021a), equilibrium 
optimiser (EO) (Faramarzi et al., 2020), social ski driver 
(SSD) algorithm (Tharwat and Gabel, 2020), atom search 
optimisation (ASO) (Zhao et al., 2019), seagull optimisation 
algorithm (SOA) (Dhiman and Kumar, 2019), sunflower 
optimisation (SFO) algorithm (Gomes et al., 2019) and 
grasshopper optimisation algorithm (GOA) (Saremi et al., 
2017) were used as comparative algorithms. These eight 
comparative algorithms are amongst recently proposed 
novel algorithms and published in high-impact journals. 

Table 1 displays the parameter settings of AgtrO and 
other comparative algorithms. In AgtrO, all parameters are 
variable, they are not fixed, their values change with 
iterations. 

The proposed AgtrO and the other algorithms  
were simulated on 23 classical benchmark problems  
(Yao et al., 1999; Digalakis and Margaritis, 2002; Yang, 
2010) and ten modern CEC-C06-2019 benchmark problems 
(Price et al., 2018; Abdullah and Rashid, 2019). Among 
these classical functions, the 1st to 7th are unimodal 
functions, the 8th to 13th are multimodal functions, and the 
rest are fixed-dimensional multimodal functions. On the 
other hand, CEC-C06-2019 benchmark functions were 
improved for a single objective optimisation problem. All 
test functions from CEC-C06-2019 are scalable, while only 
functions CEC04 to CEC10 are shifted and rotated. 
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Table 1 Parameter settings of AgtrO and other comparative 
algorithms 

Parameter Range or value 

AgtrO  
 α [0, 1] 
 β [0, 1] 
 δ [0, 20] 
 γ [–50, 0] 
AO  
 α 0.1 
 δ 0.1 
 u 0.0265 
 r0 10 
 ω 0.005 
 φ0 3π/2 
AOA  
 MOPmax 1 
 MOPmin 0.2 
 α 5 
 μ 0.499 
EO  
 α1 2 
 α2 1 
 GP 0.5 
SSD  
 α [0, 2] 
ASO  
 α 50 
 β 0.2 
SOA  
 FC [0, 2] 
 b 1 
SFO  
 ρ 0.05 
 m 0.1 
 s 1 – ρ + m 
GOA  
 cmax 1 
 cmin 0.00004 
 f 0.5 
 ℓ 1.5 

Through preliminary tests, we concluded that the problem 
definition of NPop = 50 and tmax = 500 is sufficient for the 
simulation on 23 classical benchmark functions, and the 
problem definition of NPop = 100 and tmax = 100 is suitable 
for the simulation on 10 CEC-C06-2019 benchmark 
functions. For an equitable comparison, these problem 

definitions were employed equally to all comparative 
algorithms, including AgtrO. 

The following subsections contain: 

1 classical benchmark evaluation 

2 CEC-C06-2019 benchmark evaluation 

3 comprehensive result analysis and discussion. 

4.1 Classical benchmark 
Table 2 collects the statistical result data [in terms of mean 
and standard deviation (SD)] of AgtrO and eight  
state-of-the-art comparative algorithms on 23 classical 
benchmark functions. The superiority of the mean value 
guarantees the accuracy of the global-best achievement, and 
the superiority of the SD value secures the precision and 
robustness of the algorithm. For in-depth analysis, we rank 
these algorithms based on their mean and SD values on each 
function (f1–23). On a total of 23 classical optimisation 
benchmark functions, AgtrO ranked 1st on the greatest 
number of benchmark functions (i.e., 10 benchmark 
functions), ranked at least 3rd out of 20 benchmark 
functions, and has never ranked below 5th place among all 
compared algorithms. On the classical benchmark functions, 
AgtrO is absolutely the best in terms of performance 
ranking. Therefore, we can claim with certainty that among 
all the comparative algorithms, AgtrO is the algorithm with 
the best performance in terms of global-best achievement. 

It is worth mentioning that the multimodal optimisation 
functions theoretically have higher possibilities to trap 
agents in local optima, which will completely immobilise 
the agent in execution. This terminates the update of better 
solutions in the iterative process and ultimately deteriorates 
the optimisation performance. However, as can be verified 
from Table 2, AgtrO has achieved superior mean and SD 
results regarding the global best objective fitness values on 
f9–11 and f14–23. This supports the statement that AgtrO 
implements a high escaping skill during the local 
exploration stage. This was well-articulated in the 
explanation of equation (13) on how it contributes to get rid 
of local optima as a travelling vector. 

In addition, we inspect the convergence speed of AgtrO 
on f1–23 as compared with other algorithms. Figure 3 
displays the convergence curves of all algorithms on each 
classical benchmark function. Among them, AgtrO is 
claimed to have a satisfactory convergence speed, as most 
AgtrO curves could converge to their minimal fitness values 
in about 5%–50% of the entire iteration. Although the 
convergence speed of AgtrO was slightly slower than that of 
AO, EO and SFO on a few benchmark functions, AgtrO 
could converge to a more minimal global best objective 
fitness value as compared with these three algorithms, 
except for f6 and f12–13. Due to these facts, we can claim that 
AgtrO performs well in terms of convergence speed. 
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Table 2 Statistical results of AgtrO and eight state-of-art algorithms on 23 classical benchmark functions (see online version  
for colours) 

FUNC. IND 
Algorithm 

AgtrO 
(proposed) AO (2021) AOA 

(2021) EO (2020) SSD (2020) ASO (2019) SOA (2019) SFO (2018) GOA 
(2017) 

f1 Mean 1.43E-229 4.00E-109 1.63E-13 1.13E-48 1.11E+03 7.31E-19 5.96E-13 2.67E+01 3.28E+00 
 SD 0.00E+00 4.00E-108 1.63E-12 2.85E-48 4.24E+02 8.45E-19 1.36E-12 2.49E+01 1.77E+00 
f2 Mean 3.78E-118 2.15E-65 0.00E+00 3.89E-28 1.57E+01 1.48E-06 5.16E-09 8.68E-01 6.00E+00 
 SD 2.18E-117 1.70E-64 0.00E+00 5.36E-28 2.53E+00 1.44E-05 5.66E-09 5.94E-01 1.45E+01 
f3 Mean 4.60E-223 1.00E-107 3.46E-03 1.82E-12 6.50E+03 1.36E+03 1.61E-05 1.25E+03 1.65E+03 
 SD 0.00E+00 8.80E-107 7.97E-03 6.60E-12 2.30E+03 5.50E+02 1.14E-04 1.14E+03 1.09E+03 
f4 Mean 1.02E-115 3.48E-55 2.05E-02 2.14E-12 1.32E+01 3.12E-07 2.10E-03 1.64E+00 8.50E+00 
 SD 9.69E-115 3.48E-54 2.01E-02 3.41E-12 2.67E+00 3.95E-07 6.31E-03 9.03E-01 3.08E+00 
f5 Mean 2.73E+01 2.00E-03 2.83E+01 2.48E+01 6.96E+04 4.23E+01 2.81E+01 9.43E+01 8.36E+02 
 SD 5.55E-01 3.65E-03 3.42E-01 1.83E-01 5.43E+04 4.36E+01 5.97E-01 2.27E+02 7.49E+02 
f6 Mean 1.60E-01 6.81E-05 2.89E+00 1.52E-07 1.01E+03 6.36E-19 2.82E+00 2.83E+01 3.09E+00 
 SD 1.80E-01 3.20E-04 2.69E-01 2.45E-07 2.93E+02 9.11E-19 4.18E-01 2.70E+01 1.90E+00 
f7 Mean 4.72E-04 5.79E-05 4.02E-05 7.74E-04 7.10E-02 4.37E-02 1.77E-03 7.03E-03 2.74E-02 
 SD 4.56E-04 5.39E-05 3.91E-05 4.36E-04 3.54E-02 2.01E-02 1.50E-03 8.35E-03 1.22E-02 
f8 Mean –9.51E+03 –8.30E+03 –5.60E+03 –9.02E+03 –3.15E+03 –7.27E+03 –5.27E+03 –1.25E+04 –7.57E+03 
 SD 1.36E+03 3.73E+03 3.61E+02 6.44E+02 4.09E+02 6.14E+02 6.47E+02 6.19E+01 6.64E+02 
f9 Mean 0.00E+00 0.00E+00 0.00E+00 0.00E+00 9.77E+01 2.72E+01 2.08E+00 4.33E+00 8.42E+01 
 SD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.73E+01 6.72E+00 4.60E+00 2.83E+00 3.54E+01 
f10 Mean 8.88E-16 8.88E-16 8.88E-16 7.50E-15 8.23E+00 4.98E-10 2.00E+01 1.87E+00 3.35E+00 
 SD 0.00E+00 0.00E+00 0.00E+00 1.24E-15 8.30E-01 2.59E-10 1.64E-03 1.04E+00 7.66E-01 
f11 Mean 0.00E+00 0.00E+00 1.18E-01 1.23E-04 1.10E+01 1.04E-03 1.47E-02 1.23E+00 6.27E-01 
 SD 0.00E+00 0.00E+00 9.86E-02 1.23E-03 3.48E+00 3.27E-03 3.60E-02 3.55E-01 1.82E-01 
f12 Mean 1.71E-02 1.30E-06 4.33E-01 5.13E-09 1.01E+01 7.38E-03 2.39E-01 1.23E-01 5.22E+00 
 SD 1.18E-02 2.09E-06 4.71E-02 1.03E-08 3.70E+00 2.58E-02 1.17E-01 1.28E-01 2.31E+00 
f13 Mean 1.72E+00 1.20E-05 2.83E+00 1.40E-02 2.97E+03 1.13E-03 1.89E+00 6.47E-01 1.38E+01 
 SD 9.13E-01 2.17E-05 1.15E-01 3.21E-02 1.62E+04 3.23E-03 1.83E-01 8.03E-01 1.75E+01 
f14 Mean 9.98E-01 1.66E+00 9.47E+00 9.98E-01 1.34E+00 1.21E+00 1.65E+00 1.48E+00 9.98E-01 
 SD 2.19E-15 1.51E+00 3.95E+00 1.16E-16 6.03E-01 4.44E-01 1.55E+00 8.54E-01 6.69E-16 
f15 Mean 6.30E-04 4.51E-04 9.91E-03 2.37E-03 4.54E-03 1.02E-03 1.19E-03 8.45E-04 1.05E-02 
 SD 3.86E-04 1.24E-04 1.88E-02 6.03E-03 6.46E-03 2.66E-04 2.07E-04 5.94E-04 1.84E-02 
f16 Mean –1.03E+00 –1.03E+00 –1.03E+00 –1.03E+00 –1.03E+00 –1.03E+00 –1.03E+00 –1.03E+00 –1.03E+00 
 SD 1.46E-15 2.65E-04 8.76E-08 1.51E-15 8.07E-07 1.54E-15 9.41E-07 1.86E-07 5.80E-13 
f17 Mean 3.98E-01 3.98E-01 3.98E-01 3.98E-01 4.18E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01 
 SD 1.07E-15 1.39E-04 4.50E-08 1.06E-15 9.62E-02 1.06E-15 5.74E-05 6.87E-08 3.05E-13 
f18 Mean 3.00E+00 3.02E+00 5.97E+00 3.00E+00 3.01E+00 3.00E+00 3.00E+00 3.00E+00 4.62E+00 
 SD 3.87E-07 1.54E-02 8.49E+00 9.00E-16 7.14E-02 2.21E-15 3.86E-05 6.07E-06 1.15E+01 
f19 Mean –3.86E+00 –3.86E+00 –3.85E+00 –3.86E+00 –3.81E+00 –3.86E+00 –3.85E+00 –3.86E+00 –3.85E+00 
 SD 1.42E-06 4.00E-03 3.07E-03 7.88E-04 4.61E-02 6.31E-15 9.97E-04 2.75E-07 1.09E-01 
f20 Mean –3.28E+00 –3.19E+00 –3.09E+00 –3.26E+00 –2.74E+00 –3.32E+00 –3.01E+00 –3.26E+00 –3.29E+00 
 SD 5.72E-02 8.17E-02 7.89E-02 6.19E-02 3.43E-01 2.23E-15 2.56E-01 7.36E-02 5.47E-02 
f21 Mean –1.02E+01 –1.01E+01 –3.97E+00 –9.14E+00 –5.14E+00 –7.95E+00 –4.70E+00 –9.85E+00 –6.89E+00 
 SD 4.72E-11 6.74E-03 1.15E+00 2.13E+00 3.37E+00 3.26E+00 4.29E+00 7.09E-01 3.40E+00 
f22 Mean –1.04E+01 –1.04E+01 –3.90E+00 –9.93E+00 –6.14E+00 –1.03E+01 –7.75E+00 –1.01E+01 –6.66E+00 
 SD 2.21E-11 9.24E-03 1.60E+00 1.64E+00 3.25E+00 8.43E-01 3.78E+00 7.96E-01 3.60E+00 
f23 Mean –1.05E+01 –1.05E+01 –4.08E+00 –1.00E+01 –6.75E+00 –1.02E+01 –7.65E+00 –1.04E+01 –7.75E+00 
 SD 3.01E-11 7.31E-03 1.61E+00 1.91E+00 3.36E+00 1.38E+00 3.79E+00 5.35E-01 3.67E+00 

Note: **Highlighted and italic data reveal the best performing results among the compared algorithms. 
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Figure 3 Sample of convergence curves of AgtrO and other algorithms on f1–23 (see online version for colours) 
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Table 3 Statistical results of AgtrO and eight other comparative algorithms on 10 CEC-C06-2019 benchmark functions (see online 
version for colours) 

FUNC. IND 
Algorithm 

AgtrO 
(proposed) 

AO 
(2021) 

AOA 
(2021) 

EO 
(2020) 

SSD 
(2020) 

ASO 
(2019) 

SOA 
(2019) 

SFO 
(2018) 

GOA 
(2017) 

fCEC01 Mean 5.18E+04 6.14E+04 2.03E+10 5.39E+07 2.14E+10 4.19E+10 1.52E+09 8.52E+09 2.32E+10 
 SD 6.39E+03 1.58E+04 4.68E+10 1.01E+08 2.13E+10 4.16E+10 2.26E+09 2.48E+10 2.82E+10 
fCEC02 Mean 1.74E+01 1.74E+01 1.94E+01 1.73E+01 1.16E+02 5.56E+01 1.74E+01 1.50E+03 1.94E+01 
 SD 5.56E-02 1.89E-02 3.47E-01 1.96E-08 1.64E+02 2.38E+01 9.91E-02 9.03E+02 9.27E+00 
fCEC03 Mean 1.27E+01 1.27E+01 1.27E+01 1.27E+01 1.27E+01 1.27E+01 1.27E+01 1.27E+01 1.27E+01 
 SD 1.24E-07 1.64E-05 9.27E-04 4.04E-08 2.00E-04 1.13E-05 1.18E-05 2.57E-05 4.65E-04 
fCEC04 Mean 1.08E+02 1.63E+03 9.63E+03 1.36E+01 5.36E+03 2.01E+02 7.85E+02 1.70E+04 4.53E+01 
 SD 5.17E+01 1.06E+03 3.33E+03 6.69E+00 1.99E+03 1.34E+02 9.50E+02 4.57E+03 1.79E+01 
fCEC05 Mean 1.21E+00 1.81E+00 3.85E+00 1.05E+00 2.26E+00 1.11E+00 1.95E+00 5.33E+00 1.27E+00 
 SD 1.14E-01 2.13E-01 7.64E-01 4.41E-02 4.55E-01 1.70E-01 1.48E-01 8.89E-01 1.28E-01 
fCEC06 Mean 8.25E+00 1.12E+01 9.32E+00 1.11E+01 1.12E+01 8.81E+00 1.11E+01 1.17E+01 8.55E+00 
 SD 1.28E-01 8.57E-01 9.47E-01 7.36E-01 8.31E-01 2.59E+00 7.06E-01 9.06E-01 1.09E+00 
fCEC07 Mean 3.85E+02 4.24E+02 3.24E+02 2.45E+02 2.58E+02 4.24E+02 5.84E+02 1.45E+03 3.47E+02 
 SD 2.61E+02 2.30E+02 1.60E+02 1.95E+02 1.67E+02 3.12E+02 1.56E+02 1.92E+02 2.38E+02 
fCEC08 Mean 5.31E+00 5.69E+00 5.59E+00 3.67E+00 5.89E+00 4.97E+00 6.48E+00 6.73E+00 5.64E+00 
 SD 7.60E-01 5.06E-01 5.78E-01 1.13E+00 4.29E-01 1.03E+00 4.68E-01 4.08E-01 6.15E-01 
fCEC09 Mean 3.74E+00 1.91E+01 1.01E+03 2.44E+00 2.51E+02 3.81E+00 7.35E+01 3.26E+03 2.74E+00 
 SD 6.10E-01 2.89E+01 5.55E+02 5.31E-02 1.77E+02 5.67E-01 1.86E+02 7.50E+02 2.30E-01 
fCEC10 Mean 1.99E+01 2.04E+01 2.02E+01 1.92E+01 2.00E+01 1.97E+01 2.06E+01 2.07E+01 2.02E+01 
 SD 1.71E+00 6.70E-01 7.93E-02 4.86E+00 2.28E+00 3.49E+00 9.34E-02 1.19E-01 9.52E-02 

Note: **Highlighted and italic data reveal the best performing results among the compared algorithms. 

Figure 4 Sample of convergence curves of AgtrO and other algorithms on fCEC01–CEC10 (see online version for colours) 
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4.2 CEC-C06-2019 benchmark 
Table 3 collects the statistical results of AgtrO and eight 
state-of-the-art comparative algorithms on ten modern  
CEC-C06-2019 benchmark functions. On a total of ten 
modern CEC-C06-2019 optimisation benchmark functions, 
AgtrO ranked 1st on fCEC01 and fCEC06, ranked 2nd on  
fCEC02–CEC03, and ranked 3rd on fCEC04–CEC05 and fCEC08–CEC10. 
In overall, AgtrO could rank at least 3rd out of 9 benchmark 
functions and has never ranked below 5th place among  
all compared algorithms. Despite such an excellent 
performance ranking, AgtrO could only be the second best 
among all algorithms. Combining the fact that AgtrO could 
rank first only on very few benchmark functions, while EO 
was slightly superior to AgtrO on majority functions, it has 
been recognised that EO has a better solution on the  
CEC-C06-2019 benchmark. Through an in-depth analysis of 
the EO mechanism, we found that EO has the following 
physics-based properties: non-selective execution, refined 
computation, and specialised adaptive methods that can 
convincingly address these benchmark functions. AgtrO, on 
the other hand, adopts selective rather than non-selective 
execution, where the algorithm selects either equation for 
computation, resulting in AgtrO being less competitive than 
EO on the CEC-C06-2019 benchmark. Although AgtrO has 
better clustering properties, it does not have much impact on 
this benchmark type. Anyway, upon analytical discussion, 
we still claim that AgtrO performs well on CEC-C06-2019 
benchmark functions, as AgtrO has achieved outstanding 
mean and SD results compared to other algorithms. 

We also inspect the convergence speed of AgtrO on 
fCEC01–CEC10 as compared with other algorithms. Figure 4 
displays the convergence curves of all algorithms on each 
CEC-C06-2019 benchmark function. By observation, the 
convergence graph of AgtrO could significantly curve 
downward in early iterations. AgtrO did not achieve the 
fastest convergence on any single function, but in general, it 
has a highly competitive convergence speed, as it has 
achieved at least the 3rd fastest convergence speed on every 
benchmark function, except for fCEC10. 

4.3 Results analysis and discussion 
For an in-depth discussion, AgtrO has been rationally 
analysed to determine its practical significance, advantages, 
and shortcomings. The easiest method to inspect the 
practical significance is through hypothesis tests. From the 
excellent statistical results, it can be pointed out that AgtrO 
is practically significant against other compared algorithms, 
as the differences between the means are large enough to 
show absolute superiority. The most convincing evidence 
can be found in the results on f1–4, f9–11, f14, f16–17, f21–23, 
fCEC01–CEC03 and fCEC06. 

As a novel bio-inspired meta-heuristic optimisation 
algorithm, AgtrO has been shown able to solve a variety of 
unconstrained benchmark problems. The distinctive strength 
of AgtrO is that it assigns two operational equations that 
refer to two different target points: equation (1) mainly 
refers to the global best solution during operation, playing a 

major role in dealing with the global search type. In 
contrast, equation (12) mainly refers to the local best 
solution during the operation, playing a major role in 
dealing with the local search type. Both equations have their 
own purpose. Thus, AgtrO can provide explicit commands 
to search agents through either phase of execution. 
Interleaved execution between the two phases [i.e., 
equations (1) and (12)] takes advantage of both search 
types. 

However, AgtrO has a minor weakness. AgtrO 
converges slower than certain comparative algorithms. The 
search agent has a chance to select either equation (1) or 
(12) to execute, and each equation serves to approach a 
problem only from its local perspective. Two equations are 
formulated to specialise different purposes for good 
performance, of which only Equation (1) is responsible for 
accelerating convergence. This halves the convergence 
ability of the algorithm in exchange for better global-best 
achievement. 

5 Conclusions 
This research work proposed a novel bio-inspired  
meta-heuristic algorithm, called AgtrO algorithm. Inspired 
by the natural ecology of alligators, AgtrO was formulated 
to execute two main phases: hunting phase and relocating 
phase. The hunting phase mimics fishing, purse seining and 
catching behaviours in mathematical terms, and the 
relocating phase mimics travelling and homing instinct 
behaviours in mathematical terms. A comprehensive 
assessment was conducted on 23 classical benchmark 
functions and ten modern CEC-C06-2019 benchmark 
functions. When comparing statistical results with eight 
state-of-the-art comparative algorithms, AgtrO achieved 
best performance on classical benchmark functions and 
superior performance on modern CEC-06-2019 benchmark 
functions in terms of global-best achievement. Upon 
evaluation, AgtrO obtained satisfactory convergence speed 
on every benchmark. Overall, AgtrO outperformed other 
algorithms on a majority of classical and CEC10-2019 
benchmark functions. Therefore, it can be concluded that 
AgtrO is a well-performed optimisation algorithm that 
strikes a proper balance between exploration and 
exploitation. 

In recent application trends, optimising efficiency and 
processing speed should be the focus. AgtrO needs to face 
the future challenges to further minimise the convergence 
efficiency and execution time. In this research work, it was 
decided to utilise only the hunting and relocating phases 
when building a basic AgtrO, but alligators have other 
operations that are worth implementing in modelling, such 
as breeding and infant feeding mechanisms. The further 
implementation of evolutionary mechanisms will be the 
subject of the future. 
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Appendix 

Figure A1 Phase-by-phase description of the fishing mechanism 
of ith agent in AgtrO 

 

Figure A2 Purse seining mechanism in AgtrO 

 

 

 

 

 

 

 

Figure A3 Catching mechanism by agent A in AgtrO (see online 
version for colours) 

 

Figure A4 Flow chart of proposed AgtrO algorithm 

 


