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Abstract: In order to solve the problems of large errors, low accuracy of 
feature mining and time-consuming traditional literature retrieval methods, this 
paper designs a fast retrieval method for biomedical literature based on feature 
mining. First, we simulate the document collection space, and collect 
documents according to the data centroid and probability density function. 
Secondly, the location of similar data is marked by mutual information method, 
and the hidden information of literature data is extracted after reducing the 
imbalance of dataset. Then, the Pearson correlation coefficient of the literature 
data is calculated and the key features of the literature are mined. Finally, we 
calculate the expected loss risk of literature data, design a fast retrieval 
algorithm for biomedical literature, and realise fast retrieval. The test results 
show that this method can reduce the retrieval error, improve the accuracy of 
document feature mining, and the retrieval time is shorter. 

Keywords: feature mining; biomedical literature; quick search; probability 
density function; cost matrix. 
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1 Introduction 

Biomedical literature is the key reference data that covers a variety of biomedicine. It can 
quickly and effectively explain the natural language text of biomedicine in a specific way 
and recognition mode (Zhao et al., 2022). Biomedical literature can be said to be the 
cornerstone of biomedical progress in human society. The exploration and research of the 
miracle of life based on the biomedical literature has contributed a key force to the 
benefit of humankind (Mounica and Lavanya, 2022). With the change of time and the 
continuous change of social science and technology, the volume of biomedical literature 
data also shows explosive growth. Biomedical literature covers more and more contents, 
providing more data for human beings. In this context, rapid retrieval of biomedical 
literature is the key to its effective use. However, due to the limitation of data volume and 
external technical conditions, biomedical literature has the problems of slow response and 
unsatisfactory retrieval results in the retrieval process, which has seriously affected 
biomedical research and innovation (Yin and Chen, 2022). For this reason, researchers in 
this field have done a lot of research on the retrieval of relevant biomedical literature and 
designed many retrieval methods. 

In Xie et al. (2021), the research on biomedical literature text joint embedding  
cross-pattern retrieval method based on deep feature engineering is proposed. In the 
research of this method, an efficient learning two-stage deep feature engineering 
framework for semantic enhancement joint embedding is introduced, which separates the 
deep feature engineering in data preprocessing from the training of text joint embedding 
model. In the preprocessing, the depth feature engineering is performed by combining the 
depth feature engineering with the semantic context features derived from the original 
text input data. Use LSTM to identify key terms, extract deep NLP models from BERT 
family, TextRank or TF-IDF, and generate ranking scores for key terms before using 
word2vec to generate vector representation of each key term. WideResNet50 and 
word2vec are used to extract and encode to help semantic alignment in the joint potential 
space, and retrieval is realised on this basis. This method has good accuracy for 
biomedical literature retrieval, but due to the need to not only export semantic contextual 
features, but also use LSTM to identify key terms, the retrieval process is more complex 
and the retrieval speed is slower. Chen et al. (2021) proposes a new method for retrieving 
biomedical literature. Combine Shannon’s information theory with antagonistic learning. 
In the aspect of heterogeneity gap, modal classification and information entropy 
maximisation are combined. For this reason, a modal classifier is constructed to 
distinguish according to the different statistical characteristics of biomedical literature 
modality. The discriminator uses its output probability to calculate Shannon information 
entropy. Maximising information entropy gradually reduces the distribution difference of 
cross modal features, and realises the domain confusion state. Finally, Kullback Leibler 
divergence and bidirectional triplet loss were used to associate intra modal and inter 
modal similarity between features in the shared space, thus achieving effective retrieval 
research of biomedical literature data. However, in practical applications, this method 
places more emphasis on data classification processing, but pays less attention to the 
features of the data, which affects its retrieval performance. Mafla et al. (2021) designed 
a real-time non-dictionary scene retrieval method for biomedical literature retrieval. This 
method solves the task of text retrieval of medical biological literature: given the medical 
biological literature query, the system returns the query text. The proposed model uses 
the single-shot CNN architecture to predict the bounding box and construct a compact 
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representation of speckled words. In this way, the problem can be modelled as the nearest 
neighbour search for the text representation of the query output by CNN collected from 
the database as a whole. This research has achieved rapid retrieval of medical biological 
literature, but there are many irrelevant data in the retrieval results, which need further 
improvement. 

In view of the shortcomings of the above methods, in order to reduce retrieval errors, 
improve the accuracy of literature feature mining and shorten retrieval time, this paper 
designs a new fast retrieval method based on the results of feature mining and biomedical 
literature as the object. The design idea is as follows: 

1 After simulating the collection space of biomedical literature, set data constraints and 
collection expected distance, and collect biomedical literature according to the data 
centroid and probability density function. 

2 Calculate the similarity between random medical literature data, and label the similar 
literature by mutual information method. At the label, the cost matrix is used to 
reduce the imbalance of the dataset and ensure the integrity of the data information. 

3 The hidden information in the document data is extracted by using the agent model, 
and the linear relationship between the parameters of different variables is 
determined by calculating the Pearson correlation coefficient of the data, so as to 
determine the correlation between the document data. 

4 After setting the risk threshold of expected loss of data, mining the characteristics of 
biomedical literature. According to the results of feature mining, feature 
classification and directional retrieval are carried out to realise the rapid retrieval of 
biomedical literature. 

2 Biomedical literature data collection and preprocessing 

Biomedical literature data is different from ordinary data. It contains a lot of scientific 
information and is a valuable resource of human society. Therefore, the data retrieval is 
also different from other general data retrieval methods. In order to better design an 
effective retrieval method, this paper first collects biomedical literature data and 
preprocesses these data to lay the foundation for subsequent retrieval. 

2.1 Research on biomedical literature data collection 

In the collection of biomedical literature data, effective collection should be carried out 
according to the key characteristics of the literature data. From the relevant research, we 
can see that the way and characteristics of biomedical literature data are different from 
common data. The key characteristics of biomedical literature can be summarised as 
follows: large amount of data, fast production speed, many biological types, high value 
density and authenticity and objectivity (Arts et al., 2021). Through this universal feature, 
this paper first collects biomedical literature data from different platforms. 

Assuming that the platform or database where biomedical literature data is located is 
a simulated space, biomedical literature can be stored only if the space constraints are 
met (Karatzas et al., 2022). Therefore, this paper collects biomedical literature data in this 
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constrained space. The limited storage space of biomedical literature data is shown in 
Figure 1. 

Figure 1 Schematic diagram of limited space for biomedical literature data storage 

 

Within this spatial range, set the data type to text data with a maximum data length of 
16,384 bytes, and then use geometric distance measures to determine the relevant 
biological literature data. Suppose that an uncertain biomedical literature data point and a 
cluster centre are set within the storage space (Cox et al., 2020), and the expected 
distance between the biomedical literature data and the cluster centre point is expressed 
as: 

iD(a, b) d(a, b)f (x)dx=   (1) 

In formula (1), D(a, b) represents the expected distance between the biomedical literature 
data and the cluster centre point, a represents the uncertain biomedical literature data 
point, b represents the cluster centre, and fi(x) represents the probability density function. 

Based on the expected distance, the centroid of the biomedical literature data point is 
determined (Feng and Gao, 2022), and the result is: 

ic(a) vf (x)dx=   (2) 

In formula (2), c(a) represents the centroid of biomedical literature data points, and v 
represents the variance of uncertain biomedical literature data. 

At this time, in the simulated space, set the constraints for biomedical literature data 
collection, as follows: 

ic arg min c(a) g=  (3) 
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In formula (3), ci represents the constraint conditions of biomedical literature data 
collection, and g represents the edge data excluded in the collection. 

Due to the continuous expansion of the scope of this space, there is an uncertainty 
distance between data when collecting biomedical literature data here. Therefore, the 
existence of this distance defect cannot be ignored when collecting biomedical literature 
data (Alzoubi, 2020). The schematic diagram of uncertain distance defect is shown in 
Figure 2. 

Figure 2 Schematic diagram of uncertain distance defect in biomedical literature data 

 

On the basis of the above constraints and uncertainty distance defects, biomedical 
literature data can be quickly collected in this space, and the results are as follows: 

i
n

ix

1 cQ(x) c(a)k
c(a)| p | c

 =  
 

∏
 (4) 

In formula (4), Q(x) represents the result of collected biomedical literature data,  
k represents the probability density function value of data collection, and p represents 
Euclidean distance. 

The above process first simulates the biomedical literature collection space, sets data 
constraints, calculates the expected collection distance according to the characteristics of 
the data, and determines the uncertain distance defect, and collects the literature data 
according to the data centroid and probability density function. 

2.2 Research on biomedical literature data preprocessing 

Based on the biomedical literature data collected above, the main method to remove the 
interference factors in the data is to effectively preprocess these data (Peng et al., 2022). 
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The purpose of data preprocessing is to label similar data positions by mutual information 
method, and extract the hidden information of literature data after reducing the imbalance 
of datasets. By preprocessing, the integrity of data information can be effectively 
ensured. First, find the similar data between biomedical literature data, which can reduce 
the tedious process of repeatedly retrieving the same attribute data. Calculate the 
similarity between two random medical literature data, and the calculation formula is: 

( )1 3same p , p
e

β=
+ β

 (5) 

In formula (5), p1 and p3 represent the semantics of two random biological literature data, 
e represents any positive integer, and β represents the similarity adjustment parameter. 

After determining the similarity of two random biomedical literature data, the similar 
data are effectively labelled, so that similar literature data can be easily found (Saraswathi 
and Malarvizhi, 2021; Moon et al., 2020). At this time, it is marked by mutual 
information, and the result is: 

ah(x) info(D) info (D)= −  (6) 

In formula (6), h(x) represents the labelled similar biomedical literature data, info(D) 
represents the entropy of random data, and infoa(D) represents the expected entropy of 
data with the same attribute. 

After labelling similar biomedical literature data, due to the imbalance of the dataset 
in the collection process of biomedical literature data, more data lost some information 
due to over-training. In order to ensure the information integrity of the collected 
biomedical literature data, this paper uses the cost matrix to reduce the imbalance of the 
dataset (Wang et al., 2021). Set the minority literature data as r0 and r1 as the majority 
biomedical literature data, where F(i, j) represents the generation value lost by the 
literature data when the dataset is unbalanced. The cost matrix constructed is shown in 
Table 1. 
Table 1 Biomedical literature data cost matrix 

Category r0 r1 
r0 F(r0, r0) F(r0, r1) 
r1 F(r0, r1) F(r1, r1) 

According to the constructed cost matrix, the probability results of retaining complete 
biomedical literature data can be obtained as follows: 

( ) ( )0 1 0 1R r , r s F r , r=   (7) 

In formula (7), R(r0, r1) represents the retention of complete biomedical literature data, 
and s represents a posterior probability. 

Finally, identify the hidden information in the biomedical literature data to further 
improve the quality of the collected literature data. In this hidden information mining, we 
preprocess according to the agent model, which is generally used in the research of 
hidden information in text data (Steffen et al., 2020). 

In this model, a number of biomedical literature data are formed into a set, and the set 
is selected as an agent, and the hidden information is determined according to the 
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selection of the agent. This model is an abstract research method. For the information 
body in which the data office is lack of information, these biomedical data should be 
aligned in the model and then processed uniformly (Sun et al., 2021). The basic structure 
of the model is shown in Figure 3. 

Figure 3 Schematic diagram of basic structure of main model 

 

The hidden information in biomedical literature data is processed according to the agent 
model, and the results are as follows: 

( )0 1U(x) u R r , r=   (8) 

In formula (8), U(x) represents the result of the hidden information in the biomedical 
literature data processed by the agent model, and u represents the convergence coefficient 
of the hidden information. 

In the preprocessing of biomedical literature data, the similarity between random 
medical literature data is calculated, the position of similar literature data is marked by 
mutual information method, the imbalance of medical literature dataset is reduced by cost 
matrix, the integrity of literature data information is guaranteed, and the hidden 
information of literature data is extracted by the agent model to realise the preprocessing 
of biomedical literature data. 

2.3 Fast retrieval of biomedical documents based on feature mining 

On the basis of the pre-processed biomedical literature data, in order to realise the rapid 
retrieval research of biomedical literature, this paper carries out feature mining of 
biomedical literature data, and realises the final retrieval according to the mined features 
(Wang et al., 2022). The feature mining algorithm covers a lot of data mining algorithms, 
which are mainly used to determine the characteristics of the research object. This 
method can quickly extract the characteristics of the research object, and improve the 
accuracy of the retrieval in biomedical literature data retrieval. 
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In the feature mining algorithm, the Pearson correlation coefficient is calculated to 
reflect the linear relationship between the parameters of two different variables, and the 
expression of the coefficient can improve the correlation between the research objects. 
Therefore, before this rapid retrieval of biomedical literature data, the Pearson correlation 
coefficient of biomedical literature data is calculated by this coefficient. Assume that any 
set of random variables in biomedical literature data is: 

{ }{ }1 2 n 1 2 iZ z , z , , z x , x , , x=    (9) 

In formula (9), Z represents any two sets of random variables in biomedical literature 
data. 

At this time, the Pearson correlation coefficient of the set is defined as: 

( ) ( )

( ) ( )

i i i ii
2

i i ii

x x z z
V(Z)

x x z z

′ ′− −
=

′ ′− −




 (10) 

In formula (10), V(Z) represents the value of Pearson correlation coefficient, xi′ and zi′ 
represent the mean value of random biomedical literature data. The value range of this 
value is [–1, 1]. When the value is close to 0, it indicates that the correlation between the 
two biomedical literature data is low and the setting is not relevant. 

Set the biomedical literature set with n features as L, and determine the correlation 
coefficient threshold between the literature data in the set through formula (10). At this 
time, document data with multiple key features can be obtained, and the process of output 
key features is shown in Figure 4. 

Figure 4 Schematic diagram of biomedical document feature mining output process 

 

Suppose there are m independent biomedical literature data feature samples, which are 
expressed as (d1, f1,), (d2, f2),(d3, f3), ···, (dn, fn). On this basis, the above independent 
sample data is used to calculate the expected loss risk, and the result is: 

( )L(I) h d(x, w)df (x, w)=   (11) 

In formula (11), L(I) represents the expected loss risk value of biomedical literature data 
characteristics, h represents the risk coefficient, and df(x, w) represents the expected key 
value of characteristics. 
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On this basis, complete the feature mining of biomedical literature, and the key 
feature results are: 

i
i

1 x x(x) L(I)
n h

− ϑ =     (12) 

In formula (12), ϑi(x) represents the feature result of biomedical literature, and n 
represents the number of feature mining. 

Figure 5 Biomedical literature fast retrieval process based on feature mining 

 

After the feature mining of the above biomedical literature, effective retrieval is carried 
out according to different features. At this time, the retrieval model is constructed as 
follows: 

( ) [ ]n
i i ii 1

1μ (x) w p L(I) 1
2 =

ϑ = − α −  (13) 
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In formula (13), μ(ϑi(x)) represents the description of the retrieval model, w represents 
the weight value of key features, αi represents the expected retrieval result, and ρi 
represents the probability of the occurrence of the retrieved object. 

In the process of rapid retrieval of biomedical documents, the Pearson correlation 
coefficient of biomedical documents is calculated to reflect the linear relationship of 
different variable parameters, determine the threshold of correlation coefficient between 
document data, mine multiple key features of documents, calculate the expected loss risk 
of document data, and realise the feature mining of biomedical documents. On this basis, 
the rapid retrieval algorithm of biomedical documents is designed to achieve rapid 
retrieval. 

The rapid retrieval process of biomedical literature based on feature mining is shown 
in Figure 5. 

The above process first collected biomedical literature data and preprocessed it to lay 
the foundation for subsequent retrieval. Then, calculate the Pearson correlation 
coefficient of the literature data and mine the key features of the literature. Finally, the 
expected loss risk of literature data was calculated and a fast biomedical literature 
retrieval algorithm was designed. 

3 Experiment and result display 

3.1 Experimental parameter setting 

In the test, the literature database in a professional biomedical platform is taken as the 
research object, and the biomedical literature data tested in the database is selected as the 
research sample for test analysis. In order to ensure the effectiveness of the experiment, 
the test was conducted in a unified experimental environment. The specific experimental 
parameters set are shown in Table 2. 
Table 2 Experimental parameters 

Parameter Value 
Biomedical database / GB 16 
F sample biomedical data / piece 5,000 
Data noise / dB [–2, 2] 
Sample data retrieval interval / s 0.5 
Characteristic quantity of sample data / piece 5,000 
Operating system Windows xp 
Data statistics software SPSS 13.0 
Data type Text data 
Maximum data length 16,384 bytes 

According to the above determined experimental environment and other data, the test was 
conducted by comparing the method of this paper with the method of Xie et al. (2021) 
and the method of Chen et al. (2021). The main test is to test and analyse the error of 
sample biomedical literature retrieval, the accuracy of feature mining and the retrieval 
time. 
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3.2 Result comparison and analysis 

The retrieval errors of method of this paper, method of Xie et al. (2021) and method of 
Chen et al. (2021) are compared in the test, and the results are shown in Figure 6. 

Figure 6 Retrieval error of biomedical literature 

 

By analysing the test results in Figure 6, we can see that the retrieval error results of 
method of this paper, method of Xie et al. (2021) and method of Chen et al. (2021) for 
sample biomedical literature are changing with the number of literature. The retrieval 
error of method of this paper is the lowest, always lower than 0.2%. While the retrieval 
error results of method of Xie et al. (2021) and method of Chen et al. (2021) show a 
downward trend, they are always higher than that of method of this paper. Therefore, we 
can see that using method of this paper can reduce the error of biomedical literature 
retrieval and improve the feasibility of retrieval. 

In the test, the feature mining accuracy of method of this paper, method of Xie et al. 
(2021) and method of Chen et al. (2021) is compared, and the results are shown in  
Table 3. 
Table 3 Analysis of biomedical literature feature mining precision results (%) 

Biomedical 
literature / piece 

Method of  
this paper 

Method of Xie et al. 
(2021) 

Method of Chen et al. 
(2021) 

1,000 99 92 90 
2,000 98 90 87 
3,000 98 88 86 
4,000 97 87 84 
5,000 97 85 80 
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According to the analysis of the experimental results in Table 3, there are certain 
differences in the accuracy of feature mining for biomedical literature retrieval between 
method of this paper, method of Xie et al. (2021) and method of Chen et al. (2021). 
Among them, when the sample biomedical literature is 1,000, the accuracy of feature 
mining of the three methods is 99%, 92% and 90%, respectively; when the sample 
biomedical literature is 2,000, the accuracy of feature mining of the three methods is 
98%, 90% and 87%, respectively; when the sample biomedical literature is 5,000, the 
accuracy of feature mining of the three methods is 97%, 85% and 80%, respectively. 
From the comparison of data results, it can be seen that the method of this paper has a 
high accuracy of feature mining, with a maximum of about 99%. 

At the end of the test, the retrieval time of method of this paper, method of Xie et al. 
(2021) and method of Chen et al. (2021) for sample biomedical literature was analysed, 
and the results are shown in Figure 7. 

Figure 7 Analysis of retrieval time consuming results of biomedical literature 

 

According to the analysis of the experimental results in Figure 7, there is a large 
difference in the time consumption of method of this paper, method of Xie et al. (2021) 
and method of Chen et al. (2021) for the retrieval of sample biomedical literature. From 
the curve analysis of the experimental results, we can see that the retrieval time of the 
three methods shows an upward trend. Among them, the rising trend of method of this 
paper is small, and the retrieval time is less than 2 s. The retrieval time of the other  
two methods is always higher than that of the method of this paper, which shows that the 
method of this paper has better timeliness. 

In summary, compared with traditional retrieval methods, this method can reduce 
retrieval errors, improve the accuracy of literature feature mining, and effectively shorten 
retrieval time. 
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4 Conclusions 

In this paper, a new fast retrieval method of biomedical literature is designed. After 
simulating the collection space of biomedical literature, the expected collection distance 
is calculated according to the characteristics of data, and the uncertain distance defect is 
determined. The collection research is realised according to the data centroid and 
probability density function. Then, calculate the similarity between random medical 
literature data, mark the position of similar data through mutual information method, 
reduce the imbalance of medical literature dataset through cost matrix, ensure the 
integrity of data information, and extract the hidden information of literature data with 
the help of agent model to realise the preprocessing of biomedical literature data. On this 
basis, by calculating the Pearson correlation coefficient of biomedical literature, 
reflecting the linear relationship of different variable parameters, determining the 
threshold of correlation coefficient between the literature data, mining multiple key 
features of the literature, calculating the expected loss risk of the literature data, realising 
the feature mining of biomedical literature, and then designing the rapid retrieval 
algorithm of biomedical literature to achieve fast retrieval. 

The following experimental conclusions are obtained through the experimental test: 

Conclusion 1 The error of using method of this paper to retrieve biomedical literature is 
lower than 0.2%. 

Conclusion 2 Using method of this paper to mine the features of biomedical literature 
has high accuracy, up to 99%. 

Conclusion 3 Using method of this paper to retrieve biomedical literature takes less 
than 2 s, and the retrieval speed is faster. 
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