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Abstract: This research presents an approach to protect personally identifiable 
information in compliance with the national and European institutional data 
protection framework in a way that still allows interoperability of information 
systems and applications. It is proposed to adopt privacy-preserving 
information hiding techniques to facilitate targeted data mining without 
infringing privacy restrictions. This approach is proposed as a strategic tool in 
the fight against financial and insurance fraud. To resolve issues related to the 
implementation of the protected registration interface process, the research 
team is turning attention to the development of algorithms and approaches 
based on intelligent itemset hiding. The research proposal attempts to 
contribute to the strategic modernisation of public authorities and financial 
organisations, aiming at the production of original software to provide services 
to them, facilitating and accelerating the work to combat fraud. The approach is 
analytically prevailing on previous approaches and it has experimentally shown 
encouraging results. 
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1 Introduction 

The increasing presence and spread of organised and not only fraud syndicates is of great 
concern to national and international institutions, as well as to private initiative actors. 
The impact of illegal activities extends beyond the loss of state revenue to undermining 
overall economic growth and breaking social cohesion. Organised economic crime 
currently adopts complex ways of organising and covering illegal activities at national or 
international level, making it more difficult for law enforcement to combat it. 

The European Anti-Fraud Office (commonly known as OLAF, from the French: 
Office Européen de Lutte Antifraude) (https://ec.europa.eu/anti-fraud/about-us/mission_ 
en), which investigates cases of fraud against the EU budget, notes that the cost of 
financial fraud against the EU amounted to €3 billion for the year 2017. Similarly, 
fraudulent claim detection is one of the greatest challenges the insurance industry faces. 
Popular Electronic Commerce eShop Platform’s return-freight insurance, providing 
return-shipping postage compensations over product return on the e-commerce platform, 
receives thousands of potentially fraudulent claims everyday (Liang et al., 2019). 

The purpose of this research is to propose techniques to prevent, and combat forms of 
fraud with an emphasis on ensuring data privacy protection. In this way, it provides a 
critical upgrade to the operational capabilities of anti-fraud organisations and authorities. 
Datasets used in anti-fraud data mining usually include sensitive information or open data 
knowledge (Drakopoulou, 2018) which must be protected before one is being permitted 
to further process and to mine data. 

The fight against financial crime requires complex administrative approval 
procedures and, finally, a special prosecutor’s order for the competent authorities to 
access data sources due to sensitive data privacy protection requirements. Otherwise,  
personal data protection issues arise. In general, resource interconnection solutions and 
interoperability services must now take any data protection issues seriously before 
proceeding with data mining. 

The strictest and most coherent framework is imposed by the General Data Protection 
Regulation 2016/679 of the EU (GDPR) (http://ec.europa.eu/justice/policies/privacy/ 
docs/95-46-ce/dir1995-46_part1_en.pdf; DPIA, 2016; Regulation (EU) 2016/679, 2016). 
There are several more similar Data Protection Acts though enforced in other places 
around the world as the California Consumer Privacy Act (CCPA) (California Consumer 
Privacy Act (CCPA), 2018). Such data privacy laws insist that the protection of 
individuals with regard to the processing of personal data is a fundamental right and 
contributes to the achievement of an area of freedom, security and justice. In addition, 
they stipulate that the process of analysing and extracting information must comply with 
the principle of data minimisation, according to which personal data is appropriate, 
relevant and limited to what is necessary for the purposes for which it is processed. 
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A number of authorities act within the framework of anti-fraud activities in Greece, 
and straightforward equivalent authorities exist in most EU countries as well as further 
around the world. The legislature equips these public authorities with the right to access, 
collect, analyse and process information and data to combat financial crime at national 
and cross-border level. A further requirement of the legislator is the preparation of 
suggestions for the prioritisation of investigations for the targeted selection of ‘high 
profile’ cases, based on specific criteria. However, even under those mandates, the 
privacy preservation acts still need to be applied. 

The Strategic Plan for the Fight against Corruption (2018–2021), which defines 
corruption as a multidisciplinary phenomenon, provides for coordination and synergy 
between the actors involved in the form of specific commitments and actions. Among 
other things, the need to develop operational actions related to the interconnection of 
information databases is emphasised in order to create reliable data files for the 
prosecution of crime, the establishment of a case monitoring procedure and the 
imposition of sanctions. 

In order to provide a general solution for privacy preservation to anti-fraud authorities 
while being able to access sensitive data coming from many more data sources this paper 
specifically focuses on the frequent itemset hiding problem, a specific subdomain of 
knowledge hiding, where the goal is to sanitise a database from a set of sensitive frequent 
itemsets, in such a way that  

a those sensitive itemsets cannot be mined from the sanitised database 

b the quality of the sanitised data is maximised 

c the non-sensitive itemsets remain as close as possible to those that are mined from 
the original database.  

A data curator should look into the results of the Apriori algorithm and should decide 
upon the sensitivity of the induced frequent itemsets, based on certain confidentiality 
rules and security regulations. Sanitising data may include record removal that affects the 
support of each itemsets in the resulting dataset. Maximising the quality of sanitised data 
is about the process of itemset handling (removal or even additions) in order to main 
support frequencies relationship throughout the database as intact as possible. 

A major bottleneck in the hiding process is the tradeoff between the hiding of 
sensitive knowledge and the utility of the sanitised data. The hiding of the sensitive 
itemsets will have on the ideal positive border of the non-sensitive frequent itemsets 
alone. 

The drawback of the border idea is its high complexity, since the Apriori algorithm 
needs to run first, in order to produce the frequent itemsets along with their negative 
border. Secondly, the sensitive patterns have to be selected and finally the initial border 
has to be revised, before the hiding algorithm can start running. 

We adopt a level-wise algorithm for solving the constraint-based model formulation, 
by directly computing the revised border in one minimal phase, given that the sensitive 
itemsets are known beforehand (which is usually the case), without going back and forth 
traversing the itemset lattice. Additionally, an application of the proposed hiding model is 
presented. More specifically, we build a new exact approach for the frequent itemset 
hiding problem, by formulating a linear program based on the extension of the original 
database. 
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In summary, this research paper explores how sensitive data from different sources 
are hidden efficiently, in a way that allows mining of information coming from multiple 
systems and services, in accordance with the national and European institutional 
framework for data protection. The proposed approach is shown to be highly efficient 
after analysis and experimental evaluation. 

The paper is organised as follows: Section 2 discusses privacy issues in mining and 
processing big data. Section 3 presents a short background on authorities that manage 
anti-fraud activities in Greece as well as data protection provisions of the law. Section 4 
presents data hiding related work and a short introduction to the proposed approach. 
Section 5 dives into constraint based mining proposed approach specifics. Section 6 
presents the experimental evaluation of the constraint-based mining algorithm. Section 7 
describes the conceptual framework that we are proposing highlighting the overall steps 
needed for implementation. Section 8 discusses the conceptual framework for sensitive 
data hiding. Finally, Section 9 concludes the paper. 

2 Privacy issues in big data 

Research still shows a data privacy preservation lag adding up to the anti-fraud process 
complexity and even hinder it from going further. In research community, there are 
reports that even the exchange of ideas in fraud detection and specifically in payment 
card fraud detection is severely limited due to security and privacy concerns (Ryman-
Tubb et al., 2018; Sahin et al., 2013). Application of blockchain technologies though 
disruptive they need to get wider governmental acceptance and be regulated (Lacerda et 
al., 2021) in order to be used in anti-fraud cases. There are open information systems 
designed to enable transparency of public expenses and discourage corruption in the 
public sector (Gritzalis et al., 2019), however privacy risks of such approaches are 
identified even by supporters of the ‘right to know’ principle. On the governmental 
stakeholders side, prosecuting authorities are limited to e.g., in the participation and use 
of the existing networks of mutual administrative assistance and exchange of information 
as simple secure communication channels. Privacy awareness may be low and it needs to 
be increased (Sideri et al., 2019). However, there is a greater obstacle in the process. The 
lack of modern data analysis and mining tools for combining and utilising efficiently and 
with privacy different databases slows down the project and reduces their effectiveness 
especially as e-governance project implementers may, on top of that, struggle with the 
inter- and intra-organisational collaborations (Pandey and Suri, 2020). In addition, the 
inability to utilise information does not allow the audit authorities to take the next step, 
i.e., to implement the legislator’s requirement for a risk analysis system that will allow 
the prioritisation of audits and the selection of ‘high profile’ cases based on criteria and 
based on documentation with the help of analytical tools. 

It is obvious that the effective fight against financial crime presupposes the selection 
of records from many sources into a single database, often distributed in different 
information systems, which belong to either public or private organisations (banking 
institutions, tax and customs authorities, telecommunications groups, telecommunications 
groups, energy, hospitals, insurance companies, etc.). An integrated data management 
approach is required, utilising interoperable tools and interconnection tools for many 
different data sources such as data warehousing. 
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The problem, in principle, is created due to the combination of sensitive data such as 
financial transactions and presence audit trails, that are coming from different and/or 
multiple distributed databases. It has been argued that the use of big data analysis 
technologies can have severe implications even for group privacy, including (political) 
targeting of particular groups (Mavriki and Karyda, 2019). As a result, multi-sourced data 
combinations bring a number of useful information but also sensitive data fields together 
endangering further data privacy in mining operations. This resulted in the rapid 
development of a specialised research area privacy preserving data mining (Clifton and 
Marks, 1996; O’Leary, 1991). The goal of this area is twofold. First, it includes the 
modification of the original database to exclude sensitive raw data as personally 
identifiable information (PII) (https://www.gsa.gov/reference/gsa-privacy-program/rules-
and-policies-protecting-pii-privacy-act). Second, it protects sensitive knowledge that can 
be mined from a database. 

The main objective of our proposal is to present intelligent techniques that will allow 
direct access to a dataset with sensitive information as described above. The general 
approach is to properly and efficiently hide sensitive information. In this way, the dataset 
will allow the controller to deal with and detect fraud without disclosing PII. If there is a 
fraud detected, then more steps may be taken for additional information disclosure. 

Encryption is one approach that has been employed in order to protect privacy in 
fraud detection process. However, it may not scale well, as it increases up to an order of 
magnitude of five (5) the computation and communication overhead of processing such 
encrypted data as study shows (Canillas et al., 2018). Alternative approaches have also 
been proposed based on rule based approaches. Taxonomies are used to generalise 
concrete values appearing in fraud detection rules to higher level concepts which conform 
to some privacy/utility requirements set by the owner (Deutch et al., 2018). The approach 
however needs continuous fine-tuning and tweaking of the initial rules manually. 

Within the data mining domain, more techniques have been introduced to deal with 
issues related to the privacy of the input data known as input privacy techniques 
(Evfimievski et al., 2004; Rizvi and Haritsa, 2002), as well as with the privacy of the 
induced knowledge in a data mining setting, known as output privacy techniques (Clifton, 
1999; Kantarcioglu et al., 2004; Bu et al., 2007). The input privacy techniques are 
specialised in approaching the problem of how to guarantee the privacy of the input data 
during its publication by ensuring the maximum utility of the data for data mining 
purposes. The latter approaches take into consideration issues that touch upon the privacy 
of the induced patterns, and they aim at protecting the disclosure of sensitive patterns 
from the data in such a way that other non-sensitive patterns can be routinely produced 
from the so-called sanitised data (data from which sensitive knowledge has been 
removed). Because of the specific methodology that is used by these approaches to 
protect the sensitive patterns, they are collectively known as knowledge hiding 
techniques (Bonchi and Ferrari, 2011). 

3 Data hiding related work 

A lot of techniques have been introduced to deal with privacy issues of the input data 
known as input privacy techniques (Evfimievski et al., 2004), as well as with the privacy  
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of the induced knowledge in a data mining setting, known as output privacy techniques 
(Kantarcioglu and Clifton, 2004). The former techniques aim at ensuring the maximum 
utility of the data for data mining purposes. Developed techniques in this category 
include various randomisation, perturbation and anonymisation algorithms. The latter 
approaches take into consideration the privacy of the induced patterns, and they aim at 
protecting the disclosure of sensitive patterns from the data in such a way that other  
non-sensitive patterns can be routinely produced from sanitised data. 

In this paper we work on another research direction that is known as privacy 
preserving data mining. This kind of mining has as its goal to sanitise the data so that its 
privacy is protected against knowledge originating from the data itself. In such a 
scenario, adversarial rules that correlate values of sensitive attributes, are pinpointed and 
the data are minimally modified so that these rules are blocked out. 

In particular, this paper focuses on the frequent itemset hiding problem, a specific 
subdo- main of knowledge hiding, where the goal is to sanitise a database from a set of 
sensitive frequent itemsets, in such a way that  

a those sensitive itemsets cannot be mined from the sanitised database 

b the quality of the sanitised data is maximised 

c the non-sensitive itemsets remain as close as possible to those that are mined from 
the original database. 

The problem of hiding sensitive knowledge from the data mining process has been the 
field of a lot of active research since it was first introduced by Atallah et al. (1999) 
Following the aforementioned proof that the problem of hiding sensitive frequent patterns 
can have an NP-hard optimal solution, several more works were proposed to improve on 
their heuristic sanitisation algorithm, namely the works of Dasseni et al. (2001) and 
Kantarcioglu and Clifton (2004). 

Verykios et al. (2004) extended the initial work (Dasseni et al., 2001) by proposing 
algorithms for hiding not only frequent itemsets but also association rules, and by 
evaluating these approaches according to different performance and data quality metrics. 
Verykios et al. (2007) propose a different approach by turning either 1’s or 0’s to 
question marks (implying unknown values), so that the hiding is achieved without 
falsifying the data. 

Moustakides and Verykios (2008) to build an algorithm that implements the maxmin 
criterion and is similar in accuracy but much more efficient than the border-based 
algorithm. Gkoulalas-Divanis and Verykios (2009) applied the border-based principle 
too, in order to develop two linear programming techniques for optimally solving the 
hiding problem. The first technique (Lacerda et al., 2021), the so called inline approach, 
was introducing binary variables into the original database while the second one 
(Gkoulalas-Divanis and Verykios, 2009), known as hybrid, was extending the original 
database with synthetically generated transactions. In both approaches the goal was to fix 
the contents of specific items in the database, or in its extension thereof, so that to control 
the support of sensitive and non-sensitive itemsets. 

The work proposed in this paper relies also on the constraint-based data mining area 
apart from the frequent itemset hiding area which was previously presented. 
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4 Data hiding introduction 

Following the short related work we shall present an introduction to the approach for 
hiding (Verykios et al., 2019). Table 1 describes the notation used in the paper onwards. 

Table 1 Notation used in the paper 

Symbol Description 
D’ The sanitised database obtained from in D 

DFσ  Set of σ-frequent itemsets in D 

DSσ  Set of sensitive itemsets in D 

( )DBd Fσ−  negative border of DFσ  

( )DBd Fσ+  positive border of DFσ  

Let 1 2 3{ , , , , } nI i i i i= …  be a set of distinct literals called items. An itemset X is a 
nonempty subset of I, and a k-itemset is an itemset of length k (i.e., |X| = k). A transaction 
T over I is a 2-tuple T =< tid; t > where tid is the identifier of transaction T and t is a set 
of items such that t ⊆  I. We say that a transaction T =<tid; t > supports an itemset X iff 
X  ⊆  t. A transaction database D is a collection of transactions. The support count of an 
itemset X in database D, denoted by supcD(X), is the cardinality of the set of transactions 
supporting X. Equivalently, we define the support of an itemset X, denoted by supD(X), as 
the fraction of the support count of transactions supporting X, over the total count of 
transactions in the database D. 

Given a user-specified support threshold σ, we call an itemset X σ-frequent or, simply 
frequent, in D iff ( )Dsup X ≥ σ. Given a support threshold σ, and a database D, let DFσ  be 
the collection of σ-frequent itemsets in D, where ( )DF P Iσ ⊆  and P(I) is the powerset of 
I. The positive border of the collection DFσ  denoted as ( )DBd Fσ+  is given by 

( ) ( ) ( ) {   |    implies   }D D DBd F X F X Y Y Fσ σ σ+ = ∈ ⊂ ∉ , while the negative border is given by 
( ) ( ) ( ) {   ( )  |    implies   }D D DBd F X P I F Y X X Fσ σ σ− = ∈ − ⊂ ∈ . 

Let  D DS Fσ σ⊆  be the set of sensitive (frequent) itemsets that need to be hidden. Note 
here that  DFσ  and DSσ  determine the ideal set DFσ  of non-sensitive frequent itemsets 
based on the Apriori property. For example, if ab and abc belong to DSσ  then it suffices 
that ab is hidden, since based on the antimonotonicity property of the Apriori, abc will 
also be hidden in the process. In order to ensure the minimum impact on the quality of the 
original database, the set ( )DBd Sσ−  of the minimal, with respect of the above property, 
itemsets of DSσ  should be transferred to the ideal negative border. Our goal then is to 
transform D to D’ by selectively removing some items from the transactions of D in such 
a way that we minimise  

a   D DF Fσ σ−  representing the number of the sensitive item-sets that are not hidden 

b   D DF Fσ σ−  representing the number of hidden non-sensitive itemsets.  
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We give a formal definition of the problem in the sequel. 

Definition 1 (Frequent itemset hiding problem): Given a transaction database D over a 
set of items 1 2 3{ , , , , }nI i i i i= …  a support threshold σ, and a set of sensitive frequent 
itemsets DSσ  transform D to D’ such that: 

1 ( )D  sup X σ<  for every X DSσ∈  

2   D DF Fσ σ−  is minimised 

3 D D  F Fσ σ−  is minimised. 

Due to the large number of frequent itemsets in DFσ  it is computationally inefficient to 
keep track of all these itemsets during the selective removal of items for the hiding of the 
itemsets in DSσ . We can instead focus on the positive border of DFσ , which consists of 
the set of maximal non-sensitive frequent itemsets in DFσ . At the same time we make 
sure that we hide the minimal set of sensitive itemsets from DSσ . This minimal set 
comprises the negative border ( )DBd Sσ−  of the sensitive itemsets in DSσ . 

Definition 2: Given a transaction database D over a set of items I, a support threshold σ, 
and a set of sensitive frequent itemsets DSσ  of D, the negative border ( )DBd Sσ−  of DSσ  is 
the set of minimal itemsets in DSσ  with respect to set inclusion. 

5 Data hiding approach using constraint based mining 

At first, our approach relies on modelling the set of sensitive itemsets DSσ  presented in the 
previous discussion, as a Boolean formula defined over a set of variables that correspond 
to the items of D. In this way we can take advantage of the simplification of this formula 
by using rules from the Boolean Algebra. In addition, we can easily get rid of the 
supersets of sensitive itemsets, that need to be neglected upon the computation of the 
borders. 

Given a set of sensitive frequent itemsets DSσ  of a transaction database D over a set 
of items I, we construct a Boolean formula DBσ  over a set of variables V as follows: 
every item in I is mapped to a variable in V and every itemset of DSσ  is mapped to a 
positive term, i.e., a conjunction of positive variables corresponding to the items of the 
itemset. The disjunction of all these terms comprises a Boolean formula  DBσ  in 
disjunctive normal form (DNF) with positive terms. 

Continuing with our example database, the set of sensitive frequent itemsets 
 { ; ; ; }DS ac bd abc acdσ =  DBσ  = ac + bd + abc + acd. By the absorption law, we can 

remove redundancies and simplify the original formula as DBσ  = ac + bd (the rest of the 
terms are removed since they are subsumed by the term ac). This irredundant positive 
DNF Boolean formula corresponds to the set of sensitive frequent itemsets  DSσ  
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Definition 3: The irredundant positive DNF Boolean formula DBσ  = C1 + C2 +  + Cm 
where the ith term is of the form Ci = 

1i
a

2i
a

iCa  is the Boolean formula obtained by 
the set of sensitive frequent itemsets DSσ  when every item of D is mapped to a variable of 

 DBσ  and every itemset of  DSσ  is mapped to a positive term of DBσ  after removing 
redundancies. 

At this point, the only requirement regarding DSσ  is the fact that the association 
among the items in the itemsets of DSσ  should be protected. No prior assumptions on 
support or on other related metrics are made. This is a legitimate knowledge in the hands 
of a data curator that tries to block out knowledge from the data. Also notice that, by 
removing redundancies, every term Cj of DBσ  is minimal (it is not subsumed by no other 
term of DBσ ), and maps a minimal sensitive itemset, say Sj in ( )DBd Sσ− . 

Lemma 1: The DNF Boolean formula DBσ  corresponds to ( )DBd Sσ−  the border-based 
theory (Verykios et al., 2019). 

Theorem 1: If X is a non-sensitive frequent itemset of the ideal sanitised database, it 
corresponds to a negated pattern (a truth assignment with zero values) that satisfies 

DBσ .(Verykios et al., 2019). 

The following proposition states a trivial but important property of the Boolean formula 

DBσ  that is related to a constraint defined in the next section. 

Lemma 2: The Boolean formula DBσ  is equivalent to an irredundant negative DNF 
Boolean formula B (Verykios et al., 2019). 

The maximum number of terms in B = 
1

M

i
i

C
=

∏  where  i DC Bσ∈  

A Constraint-Based Theory for Mining of Borders presentation follows (Verykios et al., 
2019). The next problem to deal with is how we can use the DBσ  in order to efficiently 
compute the required, by the hiding algorithm, borders ( )DBd Fσ+  and ( )DBd Sσ−  

We address this problem by considering the computation of these borders as a 
constraint-based mining problem. It is well known that constraint-based mining allows 
the unearthing of interesting knowledge  

a by reducing the number of extracted patterns to only those of interest  

b by pushing constraints inside the mining algorithm in order to achieve better 
performance.  

A constraint on itemsets is a function C: 2T → {true, false} We say that an itemset X 
satisfies a constraint C iff C(X) = true. We define the theory of a constraint C, as the set 
of itemsets that satisfies the constraint C, and we denote this theory by Th(C) = {X ∈  2I | 
C(X) = true}. Fortunately, as we will show soon enough, the constraints that we have to 
deal with in our hiding problem formulation are antimonotone constraints. 
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Definition 4: For For every pair of itemsets X and Y, a constraint C is antimonotone if 
( )   :   ( )Y X C X C Y⊆ ⇒  (Verykios et al., 2019). 

The first constraint in our problem formulation is the support constraint Csup which is 
satisfied by itemsets having support greater than, or equal, to the support threshold σ. The 
support constraint is well known to be an antimonotone constraint. The second constraint, 
which is related to itemsets that are non-sensitive denoted as senC , should also hold for all 
the induced itemsets from the sanitised database. This constraint specifies that an 
interesting itemset for our hiding problem can be a proper subset of any sensitive itemset, 
but not a sensitive itemset or a superset of a sensitive itemset. The next proposition 
associates B to senC . 

Proposition 1: The constraint Csen  holds for an itemset X if X satisfies B. 

The antimonotonicity property of the Csen  constraint is shown analytically in Verykios  
et al. (2019). 

As a result, we can easily push those constraints into the frequent itemset mining 
algorithm since it is well known that any conjunction of antimonotone constraints is also 
an antimonotone constraint. The sup(  D senTh C C∧ ) that we are looking for, is then a 
downward closed theory which means that if an itemset X is part of this theory, then all 
subsets of X belong to this theory, too. This reminds us of the antimonotone heuristic in 
Apriori which will be utilised by our hiding algorithm as well, for efficiently computing 
the theory of itemsets satisfying the conjunction of the two constraints. The algorithm is 
presented in the sequel. 

Following we present the Constraint-Based Mining Algorithm proposed. The 
constraint-based itemset mining algorithm will generate the sup(  D senSTh C C∧ ) in order to 
create the positive border Bd+ (STh (  CD sup senC ∧ )) of the itemsets that satisfy both 
constraints and Csup senC . These itemsets will be needed in the next phase by the linear 
programming-based hiding solution. Initially, the mining algorithm stores in 1

BC  all the 
candidate items from the set of items I that satisfy the Boolean formula B. Then it stores 
in L1 these items from 1

BC  which were found to be frequent, after counting them through 
the first pass in the database. In the subsequent for-loop, the level-wise operation of the 
algorithm unfolds. Based on the specific level k, the algorithm computes in CB

k  the 
candidate itemsets of the k-th level by applying the Apriori-genB procedure to the set of 
frequent and non-sensitive itemsets of size k – 1, that comprises the collection of itemsets 
Lk–1. Apriori-genB performs a 2-way pruning changing the approach of the standard 
Apriori-gen. Initially, it removes from B

kC  candidates of size k with either infrequent or 
sensitive subsets of size k–1, and then it removes sensitive candidates of size k.  
A sensitive candidate of size k is a candidate generated by Apriori-genB that does not 
satisfy senC , even if all of its subsets are frequent and non-sensitive (that is, all of its 
subsets belong to Lk–1). Next, the support of candidates in CB

k  is counted and all those 
candidates, that are found to be frequent, are placed into Lk. When Lk becomes empty, the 
algorithm terminates by returning the union of Lk set collections generated so far. 
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Algorithm 

Input: 
D: transaction database 
σ: the minimum support threshold 
B: Boolean formula representing Csen  
Output: 
L: frequent itemsets satisfying B 
Steps: 
1: Description: 
2: C1B  the candidate items that satisfy B 
3: L1 the frequent items in C1B  
4: for (k = 2; Lk-1 <> 0; k++) 
5:    CkB  = Apriori-genB(Lk-1); 
6:     for each transaction t ∈ D 
7:                  Ct = subset(CkB , t); 
8:                  for each candidate c ∈ Ct 
9:                         c:count++; 
10:    end 
11:     Lk = {c ∈ CkB  | c.count ≥σ}; 
12: end 
13: return L = ∪k Lk;  

6 Experimental evaluation of the constraint-based mining algorithm 

In this section, we present evaluation of the proposed Constraint-based Mining Algorithm 
compared with the conventional Level-wise Apriori Algorithm (Verykios et al., 2019). 
Evaluation includes real datasets are available in the Frequent Itemset Mining Dataset 
Repository. The rest of the synthetic datasets were generated using the IBM Basket Data 
Generator. We utilised datasets with a variety of characteristics in terms of the number of 
transactions, number of items, and average transaction length. The mushroom dataset was 
prepared by Roberto Bayardo (Inan et al., 2010). The BMS1 and BMS2 datasets were 
used for the KDD Cup 2000. Finally, the kosarak dataset (deVries et al., 2011) contains 
anonymised click-stream data of a Hungarian online news portal. We summarise the 
details of the datasets in Table 2. 

Algorithms were implemented by using or extending the PyFIM extension module of 
Borgelt (2012), so as to compute efficiently the non-sensitive frequent itemsets and the 
corresponding positive border. All experiments were performed on a personal computer 
with an Intel Core i5 at 3.4 GHz processor. 

Both algorithms take as input the dataset D, the set of sensitive itemsets DSσ  and the 
support threshold σ. The evaluation metric we used is the execution time required by each 
algorithm in order to give output, which is the set of non-sensitive frequent itemsets DFσ , 
and in extension its positive border ( )DBd Fσ+ . The number of sensitive itemset was 500 
for all experiments. 

To show the potentials of the approach, we present the execution time (in seconds) 
for both Level-wise and Constraint-based algorithms, for the baseline datasets of 
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mushroom, BMS1, BMS2, and kosarak dataset respectively (Verykios et al., 2019),  
see Figure 1. The baseline datasets has been used widely as this is encouraging 
researchers to make their work as reproducible as possible and compare the potential 
algorithm in setups with different diversity of transactions volume and the itemsets length 
(https://archive.ics.uci.edu/ml/datasets.php). Observe that in all scenarios, the Constraint-
based algorithm outperforms the Level-wise algorithm. 

Table 2 Dataset descriptions 

Dataset Transactions # Items # Avg. transactions length 
Mushroom 8,124 119 23 
BMS1 59,602 497 2.5 
BMS2 77,512 3,340 5.6 
kosarak 990,002 41,270 8.1 

Figure 1 Sensitive hiding using constraint based algorithm vs level-wise time performance:  
(a) execution time for mushroom; (b) execution time for BMS1; (c) execution time for 
BMS2 and (a) execution time for kosarak 

 
 (a) (b) 

 
 (c) (d) 

7 Conceptual framework towards a general anti-fraud approach 

7.1 Case of a simple anti-fraud personal data multi source integration 
The former sensitive data hiding technique is shown to have real life potentials in 
protecting private data fields and in parallel allowing data mining in order to be used 
within an anti-fraud approach. In order to explain further its application we provide 
below a conceptual framework towards a general anti-fraud approach. Initially we ll 
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provide the necessary steps to achieve multi-source data alignment. To enable mining is a 
complex process, consisting of the following steps. 

The first step is data pre-processing. It is now common for database entries to contain 
errors and inconsistencies (Rahm and Do, 2000; Hernandez and Stolfo, 1998; Widlak and 
Peeters, 2020). A pre-processing is required in order for the records to acquire a well-
defined format. The organisations that are going to participate in the record integration 
process must proceed with similar pre-processing actions. 

The second step concerns the indexing of the records, which applies to all records of 
the databases to be processed/mined. The purpose is to protect or reduce the number of 
sensitive fields while including as many records as possible that are referring to the same 
entity. 

The third step concerns the integration of the compared records. 
A fourth step concerns the technical review that is the non-automated examination of 

them with the intervention of an experienced specialist to verify that. 
The fifth step concerns the evaluation of the whole process in terms of the degree of 

complexity, quality of the interface and its completeness. 
At step four, though, it is usually possible that privacy preservation is practically 

impossible obstructing further processing for authorities. 

7.2 Case of sensitive data hiding – privacy-preserving approach 

The organisations that own PII in question are often reluctant to share information, as 
there are significant restrictions on data protection and confidentiality. The process of 
integrating database records in the possession of different organisations must in this case 
result into a privacy preservation resource that will protect sensitive data and will not 
disclose critical information unnecessarily to the case file reviewers. However, the need 
for investigation and cross-referencing of data is great in the context of anti-fraud 
investigation. Investigations shall only go further only if there are a minimum number of 
indications before accessing even more sensitive information. So the process of private 
sensitive data handling is particularly delicate. 

The stage of data pre-processing remains the same as in the case of simple data 
integration. However, once the pre-processing has taken place, the sensitive data is 
hidden following the approach discussed in Section 4 before attempting to further mine 
them, to ensure the protection and confidentiality of the data. 

The proposed approach protects privacy while the data are being processed keeping 
the accuracy as high as possible limiting the noise introduced. In the same use case, 
differential privacy has been employed however, heavily limiting accuracy. Most 
federated learning systems therefore use differential privacy to introduce noise to the 
parameters. This adds uncertainty to any attempt to reveal private client data, but also 
reduces the accuracy of the shared model, limiting the useful scale of privacy-preserving 
noise. Attempts to compensate the lost accuracy demand multi-party secret sharing that 
may lead to potential privacy leakage. Such a system could reduce the coordinating 
server’s ability to recover private client information, without additional accuracy loss, by 
also including secure multiparty computation (SMC) (Truex et al., 2019). 

SMC is, however, inherently susceptible to inference. Furthermore, SMC can be 
heavily attacked using DDoS approach (Moustakides et al., 2014). There is 
implementation where Hardware Security Modules (HSM) running Trusted Execution 
Environments (TEE) are be used to protect computation for each party. However, all such 
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approaches demand high maintenance secure key ceremony to be in place to initialise the 
HSM & TEE system securely in the first place. The proposed approach has brought the 
key advantage that the multi-party datasets are prepared on the relying party side and it 
does not need any complex trust environment to run on each side. Furthermore, in the 
anti-fraud use case retrieving the data in a timely manner is critical therefore high 
maintenance and long installation procedures may lead to loss of fraud detection 
potential. 

8 Discussion on the conceptual framework for sensitive data hiding 

The overall approach on the anti-fraud value of this research proposal can be found in the 
following points: 

a speeding up the process of searching and analysing data records that include 
sensitive fields with reduced complexity without endangering privacy 

b the challenge of Parallel sensitive data hiding, where mining into multiple sensitive 
records is attempted in an environment of different and multiple distributed large 
databases with the help of parallel processors. 

We particularly focus on the first point where the proposed algorithm must reliably 
ensure the protection of sensitive data and ultimately the quality privacy preservation 
without being complicated. 

There are a lot of potential use cases. Anti-fraud control in foreign investments is 
usual in a lot of countries in several parts of the world. The particular process includes 
multiple data sources that need to be included. Namely, to perform just a typical real 
estate investment there are a lot of different databases and fields that need to be mined 
from systems such as  

i border control personal traveller’s data (photo, personal details, passport, visa etc.) 

ii bank account data of representative escrow accounts under a different delegate name 
(i.e., representation lawyer company name) 

iii amount transaction data that indicate source bank account details (IBAN, SWIFT, 
Routes etc.). Schengen entry-exit data for the case of EU that include extremely 
sensitive private data such as fingerprints for identification purposes 

iv national cadastre details that provides the details of the real estate which also may 
include the full list of all previous owner for up to the last 80 years revealing a lot of 
information for additional third parties private data.  

It is clear that in such a use case there are a lot of sensitive data that need to be protected 
and at the moment protection is applied by trust. On the other hand, there is a need to 
extract several reports to monitor and check for potential fraud in such transactions for 
cross-country investments are several times under scrutiny to prevent fraud and money 
laundering. Out proposed framework would mark as sensitive data all personal data such 
lawyer company name, bank name, investor’s country name, real estate locality and may 
exclude most of deeply sensitive personal data. 

Regarding the second point, the parallel protected sensitive data is a new scenario that 
is under research and initial results show that it can be a realistic approach for modern 
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information ecosystems. An already implemented solution to the challenge is to leverage 
Hadoop’s MapReduce technologies. Initial research shows that protected data can be 
scaled up in the case of parallel systems (Krasadakis et al., 2020). 

The innovation of the research proposal is particularly interesting in the case of anti-
fraud as it falls directly into key aims: 

a its inclusion in the framework of the revised research priorities of the National 
Strategy RIS3, as determined by the General Secretariat for Research and 
Technology in Greece as well as in key pillars of EU Research Priorities 

b the fact that it starts with the fight against financial crime, but covers and finds 
application in a wide range of forms of fraud such as insurance fraud and theft 

c the fact that it opens up new perspectives and opportunities for the fight against 
insurance and financial fraud. 

Regarding the first point, the definition of the revised research priorities of the National 
Strategy RIS3 for the Informatics Communications and Telecommunications Sector, 
intervention areas are prioritised in particular as far as it concerns:  

a in content and information management technologies  

b in privacy and security of personal data 

c in electronic identification of persons (e-ID), objects and electronic information.  

For these areas of intervention, the following directions of innovation are favoured using 
the proposed approach: 

• creation and development of cross-sectoral solutions through the utilisation of large 
volumes of data and learning techniques in heterogeneous data 

• secure data management and sharing 

• efficient data encryption and anonymisation algorithms and/or data 
masking/obfuscation techniques 

• electronic identification interoperability techniques 

• recording interconnection technologies between third party systems to speed up and 
ensure security checks. 

The presented approach is within the above thematic directions, because: 

a it provides privacy preserving solution for sensitive and multidisciplinary nature of 
financial and insurance fraud 

b it promotes the adoption, improvement and practical utilisation of the data hiding 
approach to the implementation of secure data management and sharing with respect 
for the principles of personal data protection 

c it poses the base for the improvement of data anonymisation algorithms and their 
scaling in the case of Big Data in cloud and parallel infrastructure. 

Regarding the second point (fight against a wide range of forms of fraud), the Electronic 
Government of Social Security, whose mission is to support the public registers to 
strengthen social solidarity services and citizens, is faced with cases of insurance fraud. 
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The policy of consolidation of the funds of former Social Security Institutions in a Single 
Social Insurance Institution, as well as the effort to streamline the multiple and 
overlapping benefit policies, intensify the need for an integrated sensitive data 
management in order to carry out procedures and controls to capture, at a central level, 
the necessary information e.g., for the provision of the medical history of each patient in 
the nursing units or the calculation and liquidation of the insurance contributions. 

Moreover, the social security stakeholders participate, in collaboration within EU, in 
the development of cross-border applications in the fields of health and social security 
(HealthID, eIDAS Cross Border Services, etc.), constituting the National Node of the 
European System for Accessing and Exchanging Social Security Data (EESI). 

Regarding the third point (opening new perspectives and opportunities in the fight 
against fraud) the following are noted: 

First, the research approach removes significant barriers to the use of interoperable 
solutions, which are related to serious privacy issues. The sharing of data using hiding for 
the integration of records allows the full utilisation of interoperable solutions in 
accordance with the EU General Data Protection Regulation. 

Second, the fight against fraud is being facilitated and accelerated. For example, the 
fight against financial crime is slow, as, among other things, a prosecutor’s permit is 
required in order for the competent authorities to access databases of third parties. The 
competent prosecutorial authorities then and only then should be summoned, in order to 
reveal more sensitive values of the records under investigation. The benefit is therefore 
twofold, as the task of cross-checking information is accelerated and the prosecution is 
summoned at the last and most critical stage. 

Third, the competent bodies acquire techniques that allow them to modernise their 
actions in accordance with international recommendations and standards. The Intra-
European Organization of Tax Administrations (IOTA) (https://www.iota-tax.org/about-
us) notes that a comprehensive strategic approach to combating financial crime, based on 
data mining, needs to be developed, including: 

a  the graphical representation of networks (social network analysis), as they are 
formed through the analysis of transactions (transactions analysis) recorded in 
databases of the interbank and stock exchange sector, the telecommunications sector, 
the sector of state social benefits for welfare 

b the development of a risk analysis system for case selection and prioritisation of 
investigations 

c the use of machine learning algorithms. 

The adoption of secure anti-fraud sensitive data hiding practices will allow the authorities 
to remedy any information shortages. The enrichment of the database of law enforcement 
authorities will allow the next step, namely the construction of a complex anti-fraud 
strategy, with features as described in the IOTA reports. 

Handling of sensitive data within enclaves that are hardware backed secure 
computation environment is recent approach that shall also be connected to this current 
discussion of sensitive data hiding approach for anti-fraud. Collaborative confidential 
computing or trusted computing (Confidential Computing Consortium, 2020) concerns 
the protection of data in use. This is indeed the new frontier for mobile, desktop and 
server based computations. In technical terms, this is about solutions such as trusted 
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execution environments, mobile and server hardware security modules that provide 
physical protection in sensitive data computations. 

In a complementary manner, sensitive data hiding actually goes further ahead and 
works in wider and on top of such a trusted computing. Sensitive data hiding is about 
techniques that will enable end-users, researchers, companies and organisations to access 
and work on data that may not directly and clearly appear to be private and sensitive. 
Nevertheless such data are deemed as such, because they can lead to implicitly revealing 
real identity of user/customer/holder such as location of transactions, even coarse location 
details, race and nationality details, product categories etc. 

9 Conclusions and future steps 

In this paper, the data privacy based complexity of anti-fraud procedures is discussed in 
order to highlight the need to actively provide a toolset to authorities to perform their 
tasks under the umbrella of privacy preservation acts and laws such as GDPR, CCAP etc. 
We proposed an approach of privacy preserving data mining and specifically data hiding 
as an efficient tool to speed up complex anti-fraud processes. To meet this goal, an 
efficient privacy preserving hiding approach is discussed with the view to assist anti-
fraud mining before requesting special data access to PII from legal authorities. Our 
proposal is a constraint-based hiding model that decreases the pre-processing overhead 
incurred by border-based techniques in the hiding of sensitive frequent itemsets. The 
hiding model lends itself to the efficient computation of the theory of itemsets which are 
both frequent and non-sensitive with a constraint-based Apriori-like algorithm. These can 
be used in border-based hiding algorithms to effectively conceal the sensitive knowledge. 
This is particularly important in anti-fraud as big data is needed to be processed and 
mined in an automated manner. 

The mining algorithm is coupled with a conceptual framework that provides a step by 
step approach to show how hiding can be useful in anti-fraud activities where data are 
extensive though full access and analysis is not permitted at full extent without prior legal 
notice. 

Future steps include the further evaluation of approaches that function in 
parallelisation on premise or in cloud based infrastructure of sensitive data mining. The  
research team is particularly interested to address this question in order to advance the 
findings by re-exploiting approaches from the field of artificial intelligence and machine 
learning. 
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