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Abstract: This paper presents a novel adaptive second-order non-singular 
terminal sliding mode control combined with a radial basic neural network 
structure and a triangular neural observer to model and control an autonomous 
vehicle. Firstly, the dynamics of the vehicle are presented. Secondly, the 
control strategy is designed, more precisely unmodelled dynamics of the 
system are estimated by using artificial neural networks to model them and 
inject them into the control law taking into account the system stability by 
using the Lyapunov function. Thirdly, as it is not always possible to access all 
the state variables representing the system, an auxiliary dynamic system, called 
an observer combined with the neural networks is used, to estimate the state of 
some dynamic variables of the vehicle which are basically not measurable. 
Lastly, the efficiency and superiority of the proposed method are proved by 
simulation results performed using MATLAB. 
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1 Introduction 

1.1 Context and background 

The question of improving the safety of road users has been a major issue for many 
decades and remains at the heart of societal concerns, as traffic accidents cause many 
deaths and serious injuries every year worldwide. Statistics show that more than 90% of 
road accidents are partially or totally due to human error. Despite the establishment of 
increasingly strict rules of conduct and the installation of important control devices, it is 
difficult, if not impossible, to ensure that users’ behaviour remains exemplary. To address 
this problem, solutions are proposed to improve road safety, such as the total automation 
of vehicles or the installation of advanced driver assistance systems (ADAS), which 
assist and warn the driver, or even take over in potentially accident-prone situations in 
order to get them out of them. 

Autonomous vehicles can drive themselves without human intervention. Over time, 
this technology has progressed, resulting in different models being available on the 
market based on the technology used. To achieve full autonomy, a controller must be 
developed that can send commands to the steering wheel actuator (known as lateral 
control) and to the gas pedal and brake actuators (known as longitudinal control) in order 
to execute the desired manoeuvre accurately (Lhoussain et al., 2021). The primary 
purpose of ADAS is to provide a safe and effective way to prevent road accidents 
(Lhoussain et al., 2020). Driver assistance systems include those that guarantee lateral 
stability, such as electronic stability control (ESC), and those that guarantee longitudinal 
stability, such as anti-lock braking systems (ABS). 

Lateral control states involve lane changing and lane keeping; ego vehicle lateral 
guidance is considered an important part of the Society of Automotive Engineers (SAE) 
levels 1 through 4 (Lhoussain et al., 2021). Control and command are performed using 
several techniques and algorithms. The subject of this study is lateral control. Control 
strategies include fuzzy logic control, neural networks (NNs), H∞ control, PID control, 
sliding mode control, model predictive control, feedback linearisation, bang-bang control, 
geometric control, and robust-optimal integrated control and so on (Lhoussain  
et al., 2020; Yang et al., 2021; Nada et al., 2021; Emmanuel et al., 2023; Deng et al., 
2022; Pengwei et al., 2022; Joshué and Matilde, 2015; Li et al., 2020; Mellouli et al., 
2012, 2013, 2015; Rongrong et al., 2016). 

1.2 Related works 

The sliding mode technique is a control algorithm, it has several advantages like 
robustness to parametric uncertainty, resistance to disturbances and high transient 
efficiency. 

Lhoussain et al. (2020) proposed a modified sliding mode controller based on the 
radial basic function neural networks (SMC_RBNN) capable of controlling the lateral 
dynamics of the vehicle. For a sinusoidal reference path, the proposed control strategy 
provided better results than conventional sliding mode controller (SMC). Hamid and 
Subhash (2019) established a new robust adaptive indirect control strategy based on an 
exponential-like sliding-mode fuzzy type-2 NN approach to improve path tracking 
performance for road autonomous vehicles in the presence of parametric uncertainties 
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such as the vehicle’s cornering stiffness, road-tire adhesion coefficient, inertial 
parameters, and forward speed. The results indicated that the suggested controller 
significantly improves tracking performance while being robust enough to handle 
disturbed parameters and external disturbances. Nastaran et al. (2021) proposed a  
model-independent control method for autonomous vehicles to overcome the difficulties 
in approximating an accurate mathematical model of vehicle dynamics due to nonlinear 
forces, coupling characteristics, and uncertainties of parameters. The approach is focused 
on enhanced adaptive neural controllers for path-tracking control. Zhe et al. (2021) 
developed a double-hidden-layer output feedback NN fast non-singular terminal sliding 
mode control strategy for path-tracking tasks of autonomous vehicles. Lu et al. (2020) 
presented a terminal sliding mode control scheme based on artificial neural network 
(ANN) for electric ground vehicles subject to tire blow-out on a fast lane in the presence 
of tire nonlinearities, non-modelled dynamics and external perturbations. The RBFNN 
approximator is developed to identify lump-sum uncertainty, such as tire nonlinearities, 
non-modelled dynamics and external perturbations, and then compensated for in the 
controller. Shichun et al. (2017) proposed a distributed control scheme based on NN 
consensus for non-holonomic autonomous vehicles in a predetermined formation 
alongside a pre-specified reference path. The complete vehicle dynamics, including 
inertia, Coriolis force, friction model, and bounded non-modelled disturbances, were 
taken into account, leading to the formation of instabilities when kinematically-based 
distributed controllers were proposed. NN torque controllers were developed for 
compensating these instabilities. Autonomous vehicle tire model learning and state 
estimation problem are addressed in Woongsun et al. (2021). Since modern vehicles 
typically measure lateral distance, this problem arises. However, tire models are difficult 
to identify and also fluctuate over time. A neuro-adaptive observer is developed for 
estimating the state vector and NN weights asymptotically. A NN-based Takagi-Sugeno 
(TS) fuzzy observer was presented by Cuong et al. (2023) for estimating the lateral speed 
(or sideslip angle) of nonlinear vehicles dynamics with modelling uncertainties. An  
easy-to-implement TS fuzzy reduced-order observer design for nonlinear systems was 
proposed. A data-driven technique to building feedforward NNs for uncertainty 
approximation was developed. Dániel et al. (2021) proposed an improved observer 
design technique for self-driving automobiles that estimate non-measurable states inside 
the vehicle and chassis. Combining a learning-based observer and a linear parameter 
variable (LPV) observer in a joint observer design resulted in lower estimation errors. 
Gang et al. (2021) designed an observer-based adaptive NN controller for the  
steer-by-wire (SbW) system of self-driving vehicles with unpredictable nonlinearity and 
non-measured states. The use of an observer for estimating the angular velocity of the 
front wheels reduced the hardware cost and complexity of the mechanical construction 
and electrical circuitry. To describe the uncertain nonlinearity, a radial basis function 
neural network (RBFNN) was utilised, which primarily contained self-aligning torque 
and unknown friction torque with substantial nonlinearity. Subrat et al. (2021) estimated 
the equivalent control by using a RBFNN in the absence of precise model information in 
order to minimise the effects of unknown external disturbances. For the purpose of 
compensating for the effects of external disturbances, a high order sliding mode 
(HOSM)-based switching control was proposed. 

Papers in the literature also highlight improvements in automotive performance, 
particularly for automated driving of a high level of safety and robustness. According to 
Hua and Yingzi (2012), chaotic assistance can lead to negative effects when humans and 
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machines collaborate. They describe a cognitive basis for defining assistance and a 
method of coordinating assistance. A dynamic control method is also proposed for 
cognitive engagement levels in order to maintain performance. To validate the proposed 
approach, an experiment was conducted on a driving simulator. Compared with four 
other types of cognitive assistance: no assistance, gentle assistance, gentle intervention 
and strong intervention, coordinated cognitive assistance was the most effective for 
providing assistance with primary and secondary tasks. As driver-vehicle cooperation 
offers the potential to improve driving performance by exploiting human-automate 
synergy, according to Chunshi et al. (2019), a new principle of cooperation between 
driver and autonomous vehicle has been implemented and evaluated. Additionally, they 
demonstrated how driving simulation can be used to create interaction designs for 
automated driving systems. Their discussion of the user’s perception of the cooperative 
principle and its potential for managing freeway merging situations is based on their test 
results. Based on the concept of different levels of intervention, Shrey et al (2012) 
developed a driving automation system to assist the driver with braking. By-wire 
technology offers the potential to develop and integrate the system into production cars 
from both a safety standpoint and an ease-of-use perspective. Their innovative approach 
is to incorporate a dictionary for segmenting critical zones into the system to determine 
the appropriate level of automation intervention for every situation based on the 
dictionary. In addition, auditory messages are used to communicate appropriate 
assistance to the driver, and the automatic brakes are used if necessary to switch the 
criticality from high to low. For drivers to perceive the risks associated with driving 
behind a constant and variable speed audiovisual vehicle, Dedy et al (2023) developed a 
visual driver assistance system (ADAS). While visual ADAS can assist drivers in 
maintaining safe distances, they can also alter their ability to react to emergencies. In 
mixed traffic conditions, drivers may not be able to maintain safe driving through only 
the visual modality. Additionally, intelligent transportation systems may help them 
maintain their safety. 

1.3 Contribution 

The main contributions of this study are summarised as follows: 

• A new adaptive second-order non-singular terminal sliding mode control 
(ASONTSMC) combined with ANNs is designed to model and control a complex 
perturbed system, more precisely a bicycle model of an autonomous vehicle. 

• ANNs are used to overcome the problem of unmodelled dynamics of the study 
system, by modelling them and injecting them into the control law. 

• A nonlinear triangular observer combined with ANNs is designed to approximate the 
hidden state of the vehicle, which are the velocities. 

• ANNs are also used to overcome the problem of modelling errors and external 
perturbations. 
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1.4 Paper structure 

The remainder of the paper is organised as follows: the vehicle dynamic model is 
presented in Section 2. In Section 3, the control strategy is designed in detail. A nonlinear 
triangular observer is also designed in Section 3 to estimate the hidden state of the 
vehicle. Simulation results and discussions are given in Section 4 to confirm the proposed 
method and conclusions are presented in Section 5. Simulations are performed using 
MATLAB. 

2 Vehicle modelling 

Figure 1 illustrates the lateral behaviour of the system under study using the bicycle 
dynamics model of an autonomous vehicle. This model contains the vehicle’s basic 
dynamics, written as follows (Lhoussain et al., 2021): 

( )
cos sin

cos sin
y yr yf xf

z f yf xf r yr

ma F F δ F δ
I ψ l F δ F δ l F

= + +
 = + −   (1) 

where m defines the vehicle mass, Iz is the yaw moment of inertia, Fyr and Fyf represent 
the lateral-forces of the rear-axle and front-axle respectively, Fxf is the longitudinal force 
of the front-axle, lf is the distance between the front tire and the centre of gravity, lr is the 
distance between the rear tire and the centre of gravity, δ is the steering angle, ψ is the 
yaw angle, and ay represents the vehicle’s lateral acceleration, as given by (Rajamani, 
2011): 

y xa y ψV= +   (2) 

where y is the lateral displacement of the vehicle, ψ  represents the yaw rate and Vx is the 
longitudinal speed of the vehicle. The linear model is used in this paper, where the lateral 
forces applied to the rear and front tires are proportional to the sideslip angles (αf and αr), 
the cornering stiffness of the front and rear axles (Cf and Cr) and the tire-road adhesion 
μ(μ = 1) (Lhoussain et al., 2020, 2021) and are defined as follows: 

yr r r

yf f f

F μC
F μC

=
 =

α
α

 (3) 

where αf and αr represent the sideslip angles, Cf and Cr define the cornering stiffness of 
the front and rear axles. Considering the two assumptions that αf and αr are small 
(Lhoussain et al., 2021) and that longitudinal forces are neglected, the sideslip angles (αf 
and αr) can be written as follows: 

arctan

arctan

f f
f

x x

f f
r

x x

y l ψ y l ψ
δ δ

V V
l ψ y l ψ y

V V

 + + = − ≈ −  
  


− −  = ≈   

   

   

α

α
 (4) 

Hence, according to equations (1)–(4), the simplified lateral dynamic vehicle model can 
be written as follows (Lhoussain et al., 2020; Fokam, 2014): 
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2 2

f r f f r r f
x

x x

f r rf f r r f f f

z x z x z

C C C l C l C
y y V ψ δ

mV mV m
C l C lC l C l C l

ψ y ψ δ
I V I V I

 + −   = − − + +       
 + −  = − − +      

  

  
 (5) 

Figure 1 Bicycle model vehicle (see online version for colours) 

 

The following state vector is designed: 

[ ] [ ]1 2 3 4
t tx x x x x y y ψ ψ= =    (6) 

The system state representation is written as follows (Lhoussain et al., 2020): 

( ) ( )

( ) ( )

1 2

2 1 1

3 4

4 2 2

, , ( )

, , ( )

x x
x f x t g x t U t
x x

x f x t g x t U t

=
 = +
 =
 = +






 (7) 

where 

( ) ( )1 2 4 1, , ,f r f f r r f
x

x x

C C C l C l C
f x t x V x g x t

mV mV m
+ −   = − − + =      

 

( ) ( )
2 2

2 2 4 2, , ,f r rf f r r f f f
x

z x z x z

C l C lC l C l C l
f x t x V x g x t

I V I V I
− + = − − + =     

 

( )U t δ=  
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3 Control strategy 

In this section, the controller strategy of the study system is designed. First, the classical 
control law is determined using a new ASONTSMC (Jiuwu and Jingqi, 2021). Second, 
the unknown dynamics of the system are approximated using a NNs algorithm 
(Lhoussain et al., 2020; Yang et al., 2021; Nan et al., 2020) considering the Lyapunov 
stability theory. As some state variables are generally unmeasurable, the ANNs are 
combined with the nonlinear triangular observer in the third step to estimate them. 

3.1 Classical method with adaptive second-order non-singular terminal sliding 
mode control design 

In this subsection, the ASONTSMC algorithm (Jiuwu and Jingqi, 2021) for the lateral 
dynamic bicycle model is presented. 

The ASONTSMC is divided into two parts: a linear proportional derivative sliding 
mode (PDSM) (Mellouli et al., 2013; Malki and Feigenspan, 1994) combined with a non-
singular terminal sliding mode (NTSM) (Xiaoling et al., 2022; Xuerui et al., 2022). It is 
defined as follows: 

( )
p
qv v v vσ S K S sign S= +    (8) 

The first term Sv represents the PDSM and vS  its first derivative given by the relations: 

1 2

1 2

v v v

v v v

S K e K e
S K e K e

= +
 = +


  

 (9) 

where K1 and K2 are positive constants. ev, ve  and ve  represent the lateral displacement 
tracking error of the vehicle, its first and second derivatives respectively which are 
defined as follows (Lhoussain et al., 2021): 

( ) ( )

1 1

2

1 1, , ( )

v d

v x ψ

v c x ψ

e x x
e x V e
e f x t g x t U t V e

= −
 = +
 = + +


 

 (10) 

where x1d represents the desired trajectory to be determined later. Uc is the classical 
ASONTSMC control law, eψ and ψe  are the yaw angle error and its first derivative 
respectively given as follows: 

3 3

4 3

ψ d

ψ d

e x x
e x x

= −
 = −  

 (11) 

where x3d is the desired yaw angle. 
The second term of equation (8) is the NTSM where K is a positive parameter, p and 

q are positive odd integers satisfying 1 2.p
q

< <  Differentiating σv with respect to time, 

the first derivative of σv is written as: 
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( )1 2p p
q qv v v v v

p qσ K S S S sign S
q pK

− − 
= + 

 
     (12) 

where vS  is the second derivative of SV defined as follows: 

( )1 1 , ( )v cS K g x t U t G= +   (13) 

where G is a function given as follows: 

( ) ( ) ( )

( ) ( )

( )

1 2 1 2 1

2 1 1 1 2

2 4 2 3 1 3

, 2 , , ( )

, 2 ,

f f f r
x c

x x

f r f f r r
x

x x

x x d d

C l C C
G K g x t V g x t K g x t U t

mV mV

C C C l C l
K K f x t K V f x t

mV mV
K V x V K x K x

  +  = + − +   
   
+ −   + − + +   

   
+ − + 

 (14) 

To guarantee the system stability, let us consider the Lyapunov function (Lhoussain et al., 
2020, 2021; Mellouli et al., 2012, 2013, 2015; Xinxin et al., 2023): 

21
2 vV σ=  (15) 

In accordance with the Lyapunov hypothesis, to maintain system stability, V  must be 
negative (Lhoussain et al., 2021): 

0v vV σ σ= ≤   (16) 

The derivative of the sliding surface is therefore defined as follows: 

( )v d v vσ K sign σ σ= − − α  (17) 

where Kd is a positive constant and α represents the control gain which will be estimated 
by NNs in the next subsection. 

The control law for the system under study can be expressed as follows in order to 
satisfy the inequality (16) and based on equations (12) and (17): 

( )
( ) ( )( )( )2 1

1 1

1( )
,

p p
q qc v v v d v v

qU t G S sign S S K sign σ σ
K g x t pK

− − 
= − + + + 

 
   α  (18) 

3.2 Proposed control law using NNs 

Many parameters of the dynamical system are not easy to determine accurately, and the 
presence of external disturbances complicates obtaining an accurate mathematical model 
(Xingyang et al., 2018). Indeed, in this subsection, a RBFNNs (Lhoussain et al., 2020; 
Yang et al., 2021; Xingyang et al., 2018) is used for approximating the unknown 
dynamics of the system (f1(x, t), f2(x, t), g1(x, t), g2(x, t)) and for optimising a control gain 
α. RBFNN appeared in 1988 (Lhoussain et al., 2020). 

RBFNN has three layers: the input layer, the hidden layer, and the output layer (Liu, 
2018). The RBF method involves the activation of hidden layer neurons. The hidden 
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layers are made up of hidden nodes, and each node has a centre vector with the same 
dimension as the input. 

The below Gaussian function computes the output of each hidden layer (Lhoussain  
et al., 2020; Liu, 2018; Zhongjun et al., 2022): 

2

2
( ) ( )

2( )
j

j

x t c t
b

jh t e
−

=  (19) 

where ||x(t) – cj(t)|| represents the Euclidian distance between each input x and the centre 
c, b is a positive scalar. So, the output layer is given by the relation: 

1
( ) ( )

m
i ji jj

y t ω h t
=

=  (20) 

where y is the output layer and ω represents the weight relative to the output layer. 
Figure 2 represents the structure of the multi-input multi-output (MIMO) RBFNNs. 
The following can be written based on equations (19) and (20): 

( ) [ ]
( ) [ ]
( ) ( ) ( )

1

1

1

1

1 1 1

, ( )
ˆ ˆ, ( )

ˆ, , ,

t
jf

t
jf

f x t ω h x

f x t ω h x

f x t f x t f x t

 =
 =


= − 
 

( ) [ ]
( ) [ ]
( ) ( ) ( )

2

2

2

2

2 2 2

, ( )
ˆ ˆ, ( )

ˆ, , ,

t
jf

t
jf

f x t ω h x

f x t ω h x

f x t f x t f x t

 =
 =


= − 
 

( ) [ ]
( ) [ ]
( ) ( ) ( )

1

1

1

1

1 1 1

, ( )
ˆ ˆ, ( )

ˆ, , ,

t
jg

t
jg

g x t ω h x

g x t ω h x

g x t g x t g x t

 =


=
 = − 

 

( ) [ ]
( ) [ ]
( ) ( ) ( )

1

1

2

2

2 2 2

, ( )
ˆ ˆ, ( )

ˆ, , ,

t
jg

t
jg

g x t ω h x

g x t ω h x

g x t g x t g x t

 =


=
 = − 

 

[ ]
[ ]

( )
ˆ ˆ ( )

ˆ

t
j

t
j

ω h x
ω h x

 =
 =
 = − 

α

α

α
α
α α α

 

where ωt and ˆ tω  are the ideal and approximate weights of the output layers of the 
network, fi, gi, α represent the optimal functions and ˆ ˆˆ, ,i if g α  represent the approximate 
functions. 

Thus, the control law is rewritten as follows: 
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( )
( ) ( )( )( )2 1

1 1

1 ˆ ˆ( )
ˆ ,

p p
q qv v v d v v

qU t G S sign S S K sign σ σ
K g x t pK

− − 
= − + + + 

 
   α  (21) 

where 

( ) ( )

( ) ( )

( )

1 2 2 1 1

2 1 1 1 2

2 4 2 3 1 3

ˆ ˆ ˆ2 , , ( )

ˆ ˆ, 2 ,

f f r r f r
x

x x

f r f f r r
x

x x

x x d d

C l C l C C
G K V g x t K K g x t U t
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 − +    = + + −    
    

+ −   + − + +   
   

+ − + 

 (22) 

Figure 2 The used RBNN structure (see online version for colours) 

 

By adding and subtracting 1 1ˆ ( , ) ( )g x t K U t  in equation (12) and substituting it with 
equation (21), and adding and subtracting it by ασv, after simplification, vσ  can be 
rewritten as follows: 
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−   + = + −    
−  + +  

  
 + −    + − + +           

+ − +

  



 

α α

 (23) 

where ˆt t t
i i iω ω ω= −  is the difference between the ideal and the approximate weight. 

Therefore, the new Lyapunov function for ASONTSMC_RBNN is designed as 
follows: 

1 2 1 21 2 1 2
2

1 2 1 2

1 1 1 1 1 1
2 2 2 2 2 2

t t t t t
v f f g gf f g gL σ ω ω ω ω ω ω ω ω ω ω

γ λ λ μ μ
= + + + + +         α α  (24) 

where γ, λ1, λ2, μ1, μ2 are strictly positive constants. 
The derivative of equation (24) gives: 

1 2 1 21 2 1 2

1 2 1 21 2 1 2

1 2 1 2

1 2 1 2

1 1 1 1 1

1 1 1 1 1

t t t t t
v v f f g gf f g g

t t t t t
v v f f g gf f g g

L σ σ ω ω ω ω ω ω ω ω ω ω
γ λ λ μ μ

σ σ ω ω ω ω ω ω ω ω ω ω
γ λ λ μ μ

= + + + + +

= − − − − −

              

             

α α

α α

 (25) 

By substituting equation (23) into equation (25) and simplifying, equation (25) becomes: 

11

22
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1
1 2 1

1

1
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−

−

−
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  
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  
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 



 

( ) ( )( )
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1
2 1

2

2
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x
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ω γσ h x ω σ K sign σ σ
γ

−





 − + + −  
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 (26) 

The following adaptive terms are given as follows: 
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

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

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 (27) 

Hence, 

( )( ) ( ) 2 2 0v d v v d v v v d v vL σ K sign σ σ K σ sign σ σ K σ σ= − + = − − = − − ≤ α α α  (28) 

Therefore, the system is stable, which confirms the Lyapunov hypothesis. Figure 3 
represents the diagram of the general control architecture. 

Figure 3 The proposed control strategy architecture (see online version for colours) 

 

3.3 Structure of the triangular neural observer 

The measurement of all variables of a physical process is often essential in order to 
implement strategies of control by state feedback for example, or strategies of monitoring 
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and fault diagnosis. However, as mentioned above, the triangular neural observer is used 
here to estimate the state of the study system. 

Proposition: for the system model given in equation (7), the triangular sliding-mode 
neural observer that tends observation errors towards zero in finite time can be written as 
follows (Mellouli et al., 2013; Barbot et al., 1996; Ania et al., 2021): 

( )
( ) ( ) ( )

( )
( ) ( ) ( )

1 2 1 1 1

2 1 1 2 2 2

3 4 3 3 3

4 2 2 4 4 4

ˆ ˆ ˆ
ˆˆ ˆ ˆ, , ( )

ˆ ˆ
ˆˆ ˆ ˆ, , ( )

x x sign x x

x f x t g x t U t sign x x

x x sign x x

x f x t g x t U t sign x x

 = + −


= + + −


= + −
 = + + −



 
 
 

α

α
α

α

 (29) 

where 

( )
( )

( ) [ ] ( ) [ ]
( ) [ ] ( ) [ ]

1 1

2 1

1 12 2 1 1 1

4 4 2 2 2 2 2

ˆ ˆ ˆ ˆ, ( ) , , ( )ˆ ˆ
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ˆˆ ˆ ˆ ˆ ˆ, ( ) , , ( )

t t
j jf g

t t
j jf g

f x t ω h x g x t ω h xx x sign x x
x x sign x x f x t ω h x g x t ω h x

 = = = + − 
 = + − = = 


 

α
α

 

α1, α2, α3, α4 are observer’s parameters. ˆj je x x= −  represent the dynamics of the 
observer error for j = 1, …, 4. 

The sign(…) is defined as: 

ˆ0 if 0
( ) [1, ]

( ) elsewhere      
j jx x

sign j i
sign

− ≠
= ∈






 

The control strategy algorithm can be summarised in Figure 4. 
Figure 4 The control strategy algorithm (see online version for colours) 

 

 

 

                                                                                             

 

 

 

 

 

 

 

 

 

 

 

                                              𝒚𝒔                        𝝍𝒔 

𝒚𝒅𝒆𝒔        𝝍𝒅𝒆𝒔      𝑽𝒙         𝒚𝒔         𝝍𝒔 
𝒆𝒗 = 𝒚𝒔 − 𝒚𝒅𝒆𝒔 𝒆𝝍 = 𝝍𝒔 − 𝝍𝒅𝒆𝒔 

Choose: 𝝈𝒗 = 𝑺𝒗 + 𝑲ห𝑺ሶ 𝒗ห𝒑𝒒𝒔𝒊𝒈𝒏(𝑺ሶ 𝒗) 

Applied Lyapunov’s stability theory 𝑳 = 𝟏𝟐 𝝈𝒗𝟐 + 𝟏𝟐𝜸𝝎෥𝒕𝜶𝝎෥𝜶 + 𝟏𝟐𝝀𝟏 𝝎෥𝒕𝒇𝟏𝝎෥𝒇𝟏 + 𝟏𝟐𝝀𝟐 𝝎෥𝒕𝒇𝟐𝝎෥𝒇𝟐 +𝟏𝟐𝝁𝟏 𝝎෥𝒕𝒈𝟏𝝎෥𝒈𝟏 + 𝟏𝟐𝝁𝟐 𝝎෥𝒕𝒈𝟐𝝎෥𝒈𝟐  
ASONTSMC_RBNN 𝑼ሶ (𝒕) = − 𝟏𝑲𝟏𝒈𝟏ෞ൫𝒙, 𝒕൯ሶ ൤𝑮෡ + 𝒒𝒑𝑲 (ห𝑺ሶ 𝒗ห𝟐−𝒑𝒒𝒔𝒊𝒈𝒏൫𝑺ሶ 𝒗൯+ ห𝑺ሶ 𝒗ห𝟏−𝒑𝒒(𝑲𝒅𝒔𝒊𝒈𝒏(𝝈𝒗) + 𝜶ෝ𝝈𝒗)൨ 

Adaptive mechanism 𝝎ෝሶ 𝒇𝟏 , 𝝎ෝሶ 𝒇𝟐 , 𝝎ෝሶ 𝒈𝟏 , 𝝎ෝሶ 𝒈𝟐 , 𝝎ෝሶ 𝜶 
RBFNN 

Plant 

 



   

 

   

   
 

   

   

 

   

    A new adaptive second-order non-singular terminal sliding mode 63    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

4 Simulation results and analyses 

This section validates and confirms the effectiveness and the superiority of the control 
strategy using MATLAB-based simulations where the vehicle reference is a lane change 
manoeuvre. 

The physical parameters of the vehicle DYNA Peugeot 308 from Heudiasyc 
Laboratory (France) (Lhoussain et al., 2021) and the controller parameters are presented 
in Table 1. 

To reduce chattering effects, the sign function was replaced by the hyperbolic tangent 
function during the simulations. 

In the area of perception and path planning, changing lanes carefully and safely is an 
obsession. Therefore, several methods have been proposed in the literature to model the 
lane change manoeuvre, including a mathematical quintic function which is a polynomial 
of degree five (Lhoussain et al., 2021). This function is adopted here as the desired 
trajectory and is defined as follows: 

5 4 3 2
1 5 4 3 2 1 0dx b t b t b t b t b t b= + + + + +  (30) 

The coefficients bi are determined using MATLAB, taking into account the following 
initial conditions: 

1 1

1 1

1 1

0 5
for 0 : 0 for 10 : 0

0 0

d d

i d f d

d d

x x
t s x t s x

x x

= = − 
 = = = = 
 = = 

 
 

 

Therefore, the desired trajectory is written as follows: 
5 4 3

1 0.0003 0.0075 0.0500dx t t t= − + −  (31) 

Table 1 The vehicle/controller’s parameters 

Vehicle parameters  Controller’s parameters 
Parameter Value/unit  Parameter Value 
Cf 170,550 N/rad  K 100 
Cr 137,844 N/rad  Kd 100 
lf 1.195 m  K1 0.000004 
lr 1.513 m  K2 0.001 
m 1,719 Kg  p 9 
Iz 3,300 Kg.m2  q 8 
Vx 10 m.s–1  α 1,500 
   α1, α3 0.2 
   α2, α4 0.9 

4.1 Basic definitions of some key concepts 

This sub-section is devoted to defining some key concepts with reference to the literature: 
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• Effectiveness: System effectiveness is the extent to which the system achieves its 
goals (Vojko, 2006; Magnus et al., 2018). In other words, Effectiveness is defined as 
the system’s ability to produce the desired result. 

• Fault tolerance: It is defined as the provision of correct service despite faults 
affecting system resources (Benjamin et al., 2004). In other words, it concerns the 
ability to deliver a correct service according to faults affecting the autonomous 
system (Didier and Karen, 2012; Tan et al., 2017). 

• Resilience: It refers to the system’s ability to recover or regenerate its performance 
after an unexpected disturbance produces a degradation of its performance 
(Alexander and Tarek, 2014; Fei et al., 2019; Tan et al., 2017). In other words, 
resilience emphasises the ability of the system to recover and adapt to a set of 
disturbances, with an absorption phase and a response phase (Antoine et al., 2021; 
Roland et al., 2012). 

• Robustness: It refers to the extent to which a system is able to withstand an 
unexpected internal or external event or change without degrading its performance 
(Alexander and Tarek, 2014). It generally refers to the system’s ability to resist, to 
maintain a state despite a set of disturbances (Antoine et al., 2021; Roland et al., 
2012; Steven, 2010; Fei et al., 2019; Tan et al., 2017). 

4.2 Simulations 1 

The purpose of this first simulation is to demonstrate the efficiency of the control 
strategy. The desired track change manoeuvre is designed and defined with a duration of 
∆t = 10s. 

Figure 5 shows the vehicle trajectory obtained using the adaptive second-order  
non-singular terminal sliding mode control neural network (ASONTSMC_RBNN) and 
compares it with that obtained using the ASONTSMC and the conventional SMC. This 
figure clearly shows that the vehicle’s trajectory for the ASONTSMC_RBNN is driven 
more rapidly and correctly towards the reference. They are almost similar, which proves 
the effectiveness of the proposed control strategy. In contrast, the deviation from the 
reference obtained by SMC and ASONTSMC is slightly larger. This is clearly seen when 
the zoom is applied. The efficiency of the proposed controller is clearly shown in  
Figure 6. It can be observed that the lateral deviation error for ASONTSMC_RBNN is 
lower than that which resulted from the ASONTSMC and SMC structures. 

Figure 5 The vehicle’s trajectory (see online version for colours) 
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Figure 6 The lateral displacement error (see online version for colours) 

 

Figure 7 represents the steering angle of the vehicle. 

Figure 7 The control law obtained by ASONTSMC_RBNN (see online version for colours) 

 

Figure 8 (a) The approximated function 1̂( , )f x t  (b) The modelling error of 1̂( , )f x t   
(see online version for colours) 

  
(a)     (b) 

As mentioned previously, the radial basic neural network (RBNN) is used here to 
approximate the unknown dynamics of the vehicle (functions f1(x, t), f2(x, t), g1(x, t) and 
g2(x, t)). This approximation enabled us to design a control law able to stabilise the 
vehicle’s lateral dynamics and thus pursue the reference. Figures 8(a), 9(a), 10(a) and 
11(a) show the variations of f1(x, t), f2(x, t), g1(x, t) and g2(x, t) respectively. 
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It is very clear that they are similar to those issued by the system, with only a slight 
difference. This is confirmed by Figures 8(b), 9(b), 10(b) and 11(b) which represent the 
errors between the ideal and approximate functions of f1(x, t), f2(x, t), g1(x, t) and g2 (x, t). 

Figure 9 (a) The approximated function 2̂ ( , )f x t  (b) The modelling error of 2̂ ( , )f x t   
(see online version for colours) 

  
(a)     (b) 

Figure 10 (a) The approximation function 1ˆ ( , )g x t  (b) The modelling error of 1ˆ ( , )g x t   
(see online version for colours) 

  
(a)     (b) 

Figure 11 (a) The approximation function 2ˆ ( , )g x t  (b) The modelling error of 2ˆ ( , )g x t   
(see online version for colours) 

  
(a)     (b) 

Concerning the gain α, it is used here to cancel the derivative of the sliding surface .vσ  
As α increases, vσ  tends to zero. The variation of α by RBNN is illustrated in  
Figure 12(a) and it is very clear that it is similar to that given in Figure 4. Figure 12(b) 
which represents the error between the ideal and the approximated gain confirms this. 
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Therefore, approximating the system’s unmodelled dynamics and optimising the 
controller’s gain have enabled to overcome the problem of modelling errors. 

Figure 12 (a) The approximation control gain α  (b) The modelling error of α   
(see online version for colours) 

 

  
(a)     (b) 

4.3 Simulation 2 

In this second part, simulation results were obtained by integrating the triangular observer 
combined with NNs in order to estimate the state of some dynamic variables of the 
vehicle which are generally unmeasurable (x2 and x4). 

Figure 13 (a) The behaviour of the state of x2 and the observed state of x2 (b) The dynamic error 
of the observed state of x2 (see online version for colours) 

  
(a)     (b) 

Figure 14 (a) The behaviour of the state of x4 and the observed state of x4 (b) The dynamic error 
of the observed state of x4 (see online version for colours) 

  
(a)     (b) 
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Figure 13 represents the estimation of the state x2 and the dynamics of the observer error. 
Figure 14 illustrates the estimation of x4 state and the dynamics of the observer error. 
From these figures, a similarity between the dynamic variables of the vehicle and their 
estimation by the triangular neural observer, is observed. This is confirmed by the 
dynamic errors of the observer which tend towards zero. In other words, the  
non-measurable of the vehicle are well estimated. 

4.4 Simulation 3 

In this final part of the simulations, a road disturbance force is introduced just before the 
manoeuvre ends. The purpose is to assess the proposed controller’s ability to reject 
external road disturbances. According to equation (7) and using ANNs, the perturbed 
system can be defined as follows: 

( ) ( )

( ) ( )

1 2

2 1 1

3 4

4 2 2

ˆ ˆ, , ( ) (.)

ˆ ˆ, , ( ) (.)

r
b

r
b

x x

x f x t g x t U t d
x x

x f x t g x t U t d

=


= + +
 =
 = + +








 (32) 

where (.) (),r
bd A rand= ∗  A is the disturbance percentage and we take A = 0.01, so 

(.) 0.01 ().r
bd rand= ∗  

The results of the simulation are shown in Figure 15, which displays the trajectory of 
the vehicle. 

Figure 15 The disturbed vehicle trajectory (see online version for colours) 

 

In Figure 15, it is very clear that the trajectory obtained after perturbations and the 
proposed controller’s trajectories are driven towards the reference faster and more 
accurately, proving the robustness and effectiveness of the controller. This also means 
that, despite external disturbances, the controller was able to stabilise the system while 
eliminating disturbances quickly and bringing the perturbed trajectory back towards the 
reference trajectory, thus proving its resilience and tolerance to disturbances. The small 
difference observed towards the end of the manoeuvre is insignificant. 
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5 Conclusions 

This work investigated a novel ASONTSMC combined with a RBNN structure and a 
triangular neural observer to model and control an autonomous vehicle. 

More precisely, this novel controller strategy was used here for approximating the 
unmodelled dynamics of the vehicle and to optimise a control gain of the control law, as 
well as to estimate the state of some dynamic variables of the vehicle which are generally 
unknown. 

Results obtained from simulations performed in MATLAB demonstrate the 
effectiveness and superiority of this control strategy. According to simulation 1, the 
vehicle trajectory for ASONTSMC_RBNN was driven more precisely and quickly 
towards the reference. The unknown dynamics approximation enabled us to design a 
control law able to stabilise the vehicle’s lateral dynamics and thus pursue the reference. 
Simulation 2 indicated that the non-measurable variables of the vehicle were well 
estimated using the triangular neural observer. Finally, in spite of the external 
disturbances due to the road, the controller was able to show its robustness and resilience 
while stabilising the system, bringing back the generated trajectory towards the reference. 
The NN structure used here was 4-3-5, i.e., three hidden layers; however, simulation 
results showed that the ASONTSMC-RBNN was the best controller in terms of lateral 
tracking error. 

A new adaptive fast terminal sliding mode control (AFTSMC) based on NN to 
control an uncertain autonomous vehicle is planned for future work. The number of 
hidden layers will be extended and the longitudinal speed Vx, variable will exceed 10 m/s. 
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