
   

  

   

   
 

   

   

 

   

   Int. J. Business and Data Analytics, Vol. 1, No. 1, 2019 69    
 

   Copyright © 2019 Inderscience Enterprises Ltd. 
 
 

   

   
 

   

   

 

   

       
 

Analysing the relationship between idiosyncratic risk 
and strategic capabilities using penalty-based 
selection and shrinkage methods 

Wenbin Sun and Sudhakar Raju* 
Helzberg School of Management, 
Rockhurst University, 
1100 Rockhurst Road, 
Kansas City, MO 64110, USA 
Email: wenbin.sun@rockhurst.edu 
Email: Sudhakar.raju@rockhurst.edu 
*Corresponding author 

Abstract: Recent research has documented the dramatic increase in 
idiosyncratic risk and the under-diversification of portfolios. We provide a 
unique marketing perspective to the financial risk management literature by 
suggesting that idiosyncratic volatility can be reduced by enhancing marketing, 
operational and R&D capabilities. We investigate the relationship between 
idiosyncratic risk, firm capabilities and financial control variables using the 
least absolute selection and shrinkage operator (LASSO) – a penalty-based 
variable selection and shrinkage technique developed in the context of 
‘machine learning’ and ‘big data’ that has not been much used in the empirical 
marketing literature. Our results differ from those reported in the literature. 
Using the more stringent criterion imposed by the LASSO, we find that whereas 
R&D, marketing and operational capabilities have no statistically significant 
individual effects, the interactive effects between marketing capability and 
R&D intensity have a significant effect on reducing idiosyncratic risk. 
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1 Introduction 

In the marketing literature, the resource-based view (RBV) of the firm conceptualises 
firm resources as a bundle of key strategic assets that allow its managers to execute value 
creating strategies (Barney, 1991; Barney et al., 2011; Terziovski, 2010; Barney and 
Mackey, 2005). This resource bundle enables firms to strengthen market power and 
obtain long-term competitive advantage. The RBV has, however, been criticised for its 
inability in explaining how resources are actually deployed and configured to achieve 
competitive advantage. While the possession of valuable resources are a necessary 
condition to achieve market power, firms also require complementary abilities to 
effectively deploy resources. The capabilities perspective argues that capabilities, more 
than resources, are the source of competitive advantage since capabilities are interwoven 
into organisational processes that cannot be replicated. Danneels (2008, 2016) makes a 
distinction between first and second order competences. Danneels defines first order 
competences as the ability to serve particular groups of customers or produce output 
using a distinct technology. On the other hand, second-order competences pertain to ‘the 
competence to build new competences’ [Danneels, (2008), p.519] such as the ability to 
serve new markets or use new technologies. 

Though the capabilities literature has contributed several insights to the marketing 
discipline, several significant gaps remain. The first major gap in the literature pertains to 
capabilities implications for financial risk management. Among first order capabilities, 
marketing, operations and R&D capability have received particular attention since these 
are fundamental capabilities that allow firms to pursue superior financial performance 
(Morgan et al., 2009; Vorhies et al., 2009). Financial performance in the empirical 
literature is generally taken to be synonymous with metrics like profitability, return on 
assets, return on investment and stock market valuation. However, an extremely 
important aspect of financial performance is financial risk-especially idiosyncratic 
(unsystematic) risk. In standard financial theory, the capital asset pricing model (CAPM) 
explains return as a function of three components – risk free rate of return, market risk 
premium and the firm’s systematic risk as measured by its beta. The difference between 
actual and predicted return from CAPM is a measure of ‘unsystematic’ or ‘idiosyncratic 
risk’ – that component of total risk that arises from factors specific to the individual firm. 

There is an extremely well developed literature on systematic risk and its effects on 
stock return. Idiosyncratic risk has not received as much focus but ever since Campbell  
et al. (2001) documented the sustained increase in idiosyncratic risk over the last few 
decades, the finance profession has become more concerned with this issue. Several 
researchers have called for more research in this area (e.g., Kozlenkova et al., 2014; 
Reibstein et al., 2009; Schulze et al., 2012). The generalised increase in idiosyncratic risk 
over the last decade implies that perhaps the finance profession should look beyond 
purely finance-based solutions to managing risk such as portfolio diversification and 
hedging and look to non-traditional methods of reducing risk such as strategic 
capabilities. 

A second research gap involves the interplay between capabilities themselves. 
Marketing, R&D and operations capability together constitute a critical strategic basis 
and the interaction between these capabilities may reveal effective approaches to 
managing firm risk. Several recent papers examine the manner in which marketing  
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capability, operational capability and R&D interact with one another and impact revenue 
and profit growth. Ahmed et al. (2014) show that both marketing and operational 
capabilities enhance firm performance though operational capability is more significant 
during economic downturns. Feng et al. (2015) demonstrate that an effective marketing 
department enhances firm ROA and total shareholder returns. Han et al. (2017) argue that 
a firm’s relative strategic emphasis (measured as the difference between a firm’s 
advertising and R&D expenditure) may be associated with idiosyncratic risk. Sun and 
Price (2016) find that R&D capability reduces the firm’s default risk and this risk 
reduction potential is stronger for high marketing capability firms. Recent work also 
examines the relationship between marketing capability and its impact on retail 
efficiency, firm financial growth, and firm value (e.g., Morgan et al., 2009; Perks et al., 
2009; Nath et al., 2010; Yu et al., 2014). These studies are not always consistent in their 
findings regarding the nature of interactions between capabilities. However, almost all 
these studies conclude that marketing capability has a positive impact on financial 
performance. 

We examine if marketing capability is important in moderating the relationship 
between two internal strategic drivers (operations capability and R&D capability) and 
firm idiosyncratic risk. Marketing capability in this sense not only mitigates firm risk but 
also acts in a complementary manner enabling other capabilities to decrease firm risk. In 
essence, marketing capability’s risk reduction potential has moved beyond its foundations 
in marketing and penetrated other functional departments such as operations and R&D, 
reflecting the broadening conceptualisation of the role of marketing. 

The objective of this paper is three fold. First, we analyse the link between 
idiosyncratic risk and three distinct first order capabilities – marketing capability, R&D 
capability and operational capability. We hypothesise that these capabilities create 
market-based assets, drive more stable performance and ultimately reduce idiosyncratic 
risk. Second, we examine if marketing capability is important in moderating the 
relationship between operations capability and R&D capability on the one hand and 
idiosyncratic risk on the other. These two objectives taken together attempt to provide a 
unique marketing perspective to the financial risk management literature – we suggest 
that idiosyncratic risk reduction could be accomplished by methods other than traditional 
portfolio management techniques such as diversification or hedging. 

Our third objective in this paper is to make an important methodological contribution. 
In much of the marketing literature, the empirical technique of choice is multiple linear 
regression. However, variable selection and shrinkage techniques, developed in the 
context of ‘machine learning’ offer valuable estimation alternatives (see Varian, 2014 for 
a survey of the innovations in big data analytics and their econometric applications). An 
interesting alternative to linear regression is the least absolute selection and shrinkage 
operator (LASSO) developed by Tibshirani (1996, 2011). We investigate the relationship 
between idiosyncratic risk, firm capabilities and financial control variables using the 
LASSO. 

This paper is organised as follows. We first review the literature on the RBV and firm 
idiosyncratic risk. Second, we generate a set of hypotheses connecting marketing, 
operations and R&D capability and firm risk. Third, we discuss the dataset and LASSO 
technique. Finally, we discuss the results and suggestions for future research. 



   

 

   

   
 

   

   

 

   

   72 W. Sun and S. Raju    
 

    
 
 

   

   
 

   

   

 

   

       
 

2 Idiosyncratic risk 

In financial theory, the CAPM explains asset returns and risk thus: 

[ ]i F M FER R ER R= + − +∈β  

2 2 2 2
i i Mσ σ σ∈= +β  

where ERi and ERM refer to the expected return on the individual stock and the market, RF 
refers to the risk free rate of return, 2 2,i Mσ σ  refer to the variance of the stock and market. 

Beta is measured by 
2

,iM

M

σ
σ

=β  where σiM is the covariance between the stock and market 

and 2σ∈  the variance of the error term. In essence, the total risk of stock i 2( )iσ  is made up 
of a systematic risk component 2 2( )i Mσβ  and an idiosyncratic risk component 2.σ∈  

Systematic risk (measured by beta) represents the relative volatility of a firm’s stock 
returns to changes in market returns whereas idiosyncratic risk arises from firm specific 
actions. Thus, return that is affected by risk factors at the microeconomic level of the firm 
is idiosyncratic risk. Changes in the specific competitive environment in which a firm is 
operating, senior management changes, incidents affecting individual firms (oil spills, 
lawsuits, natural disasters, malfeasance, etc.) are examples of idiosyncratic risk. 

Systematic and idiosyncratic risks are not equally weighted in total risk. Rather, the 
latter seems to have greater importance. Goyal and Santa-Clara (2003) test the relative 
importance of various risk factors and find that idiosyncratic risk represents roughly 80% 
of total risk. There is an increasing body of research in the last few years that documents 
the relative importance of idiosyncratic risk (Fink et al., 2010; Nam et al., 2017). The 
secular increase in idiosyncratic risk was first noted by Campbell et al. (2001). In a 
comprehensive analysis of the volatility of common stocks, Campbell et al. find that there 
has been a significant increase in idiosyncratic volatility over the 35 year period from 
1962–1997. Moreover, correlations among individual stocks have declined over the last 
two decades implying that the number of stocks needed to achieve portfolio 
diversification has increased. “We conclude that, although the market as a whole has not 
become more volatile, uncertainty on the level of individual firms has increased 
substantially over a 35-year period” [Campbell et al., (2001), p.3]. Campbell et al. list a 
number of reasons underlying the increase in idiosyncratic risk. The tendency in the last 
few decades to break up conglomerates and replace them with companies focused on a 
single line of business tends to increase idiosyncratic risk by reducing the diversification 
benefits embedded in conglomerates. A second reason underlying higher stock volatility 
is that companies issue stock earlier in their life cycles when long run prospects are 
unclear. A third reason is attributable to option-based executive compensation which 
introduces perverse incentives to assume higher levels of risk. Day trading by small 
individual investors may have also led to increasing idiosyncratic risk. 

A paradigm of modern finance is the notion that higher risk leads to higher returns. 
Ang et al. (2006) conclude that stocks with higher idiosyncratic volatility have 
surprisingly lower return signifying that idiosyncratic risk may behave differently from 
aggregate risk. Wei and Zhang (2006) argue that while idiosyncratic risk can be reduced 
by portfolio diversification such diversification may not always be possible since 
increasing the number of stocks to achieve diversification benefits may entail significant 
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transaction costs. Bartram et al. (2016) use data from 1963 through 2015 to find that 
idiosyncratic risk is high when market risk is high and this positive relationship is highly 
stable through time. Given that idiosyncratic risk has become more significant over time 
and there are significant transaction costs embedded in diversification, the above 
highlights an important fact-relying purely on diversification might not be the only 
solution for controlling firm risk. Rather, seeking other firm-specific drivers such as 
marketing, R&D and operational factors may provide other fundamental solutions to 
managing financial risks. 

3 Hypotheses 

3.1 Marketing capability and idiosyncratic risk 

The notion that sustained competitive advantage arises from a firm’s resources can be 
traced to Penrose (1959). In recent decades, the definition of resources has been 
substantially broadened as researchers found deeper and wider connections between 
resources and firm performance (McWilliams and Siegel, 2011; Newbert, 2007). 
Resources have been defined as all assets, endowments, information and knowledge that 
are acquired and possessed by the firm with the goal of improving efficiency and 
effectiveness. Comparative advantage arises if these resources are superior to other firms. 

Later work highlights the fact that resource levels alone may not be enough to help a 
firm achieve sustained competitive advantage. The fundamental tenet of the capability 
perspective is that if controlling and managing valuable, rare, non-mobile and  
non-substitutable resources bring success, then the ability to control and manage those 
resources is, in itself, important. Indeed, capabilities developed in a firm’s processes will 
be the hardest to imitate (Wu, 2010; Teece, 2012). Capabilities are similar to ‘glue’ that 
integrates assets and organises them in a manner that improves a firm’s efficiency and 
effectiveness. Among capabilities, marketing capability in particular has been found to be 
important in driving firm performance (Morgan et al., 2009). 

A firm’s marketing capability impacts its valuation and its ability to acquire financial 
resources both indirectly and directly. Effective marketing strategies boost market share 
and build customer relationships which ultimately translates into enhanced financial 
performance and a higher stock price. The direct channel through which marketing 
capability impacts firm valuation is less often considered in the literature. Investors 
directly observe a firm’s marketing actions, strategies and capabilities and, in many 
cases, investors seek analyst comments on marketing situations to make their judgments 
and valuations (Lovett and MacDonald, 2005). Thus, a firm’s ability in deploying 
marketing resources make shareholders more optimistic about the firm, ensure greater 
stockholding and lower idiosyncratic risk. GE, for instance, conveys its marketing 
capability to investors through trade shows. The successfully transferred sense of 
marketing capability increases GE’s credibility to shareholders and effectively serves to 
reduce its stock volatility. Marketing capability, compared to other firm strategic 
capabilities, is more difficult for rivals to imitate because it is embedded in firm 
processes, based on specific market knowledge and firm experience in dealing with 
customer needs and competitor actions As a result, marketing capability integrates a 
firm’s overall strategies, image and reputation and represents one of the most critical 
drivers in gaining competitive advantage and lowering firm specific risk. 
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3.2 R&D capability and idiosyncratic risk 

There is fairly well established research that provides evidence that a firm’s R&D 
capabilities improve its long-term performance and reduce volatility. The fundamental 
reason is that a firm committed to R&D engages in building technological ability, 
facilitating innovation, designing superior products and improving efficiency. Therefore, 
R&D is a value-creation driver which strongly boosts firm performance. 

The essence of the protection function of R&D rests on its special nature of erecting 
advantages stemming from product superiority. A new product automatically gains 
advantage and this advantage is translated into more stable revenue thus reducing firm 
idiosyncratic risk. Other studies show that R&D not only improves firm performance but 
also augments a firm’s market valuation (Chan et al., 2001; Mizik and Jacobson, 2003). 
McAlister et al. (2007) find that R&D has the ability to consistently reduce a firm’s 
systematic risk insulating the firm against market volatility. Similarly, Luo and 
Bhattacharya (2009) find that superior R&D enhances a firm’s social responsibility 
performance which reduces idiosyncratic risk. 

3.3 Operational capability and idiosyncratic risk 

The importance of a firm’s operational activities is well documented and the degree to 
which a firm carries out these activities efficiently is positively associated with firm 
performance. In resource theory, the capabilities involved in managing and acquiring raw 
materials, managing production and inventory, organising work and product flows are 
significant driving forces for acquiring comparative advantage. For example, when a firm 
adopts an EDI system in its supply chain, the routinising of its order processing leads to 
higher purchasing efficiency. Less time and human resources involved in order 
processing economises on monetary resources and faster processing positively impacts 
customer satisfaction and profitability. Operational capability directly improves firm 
performance and profitability thereby reducing stock price volatility and idiosyncratic 
risk. 

It is clear from the preceding that all three capabilities (marketing, R&D and 
operational capability) reduce idiosyncratic risk. We thus hypothesise that: 

H1 All other things equal, a firm’s marketing, R&D intensity and operational capability 
lower idiosyncratic risk. 

3.4 Marketing capability’s interaction with R&D and operational capability 

Prior studies that have examined the interaction between marketing and R&D have found 
that marketing capability significantly strengthens R&D (Brettel et al., 2011; Danneels, 
2008; Song and Thieme, 2006). Marketing capability renders critical support to R&D by 
creating consumer awareness and redirecting consumer preference towards newly 
developed products. 

In terms of competitive advantage, R&D capability is more easily codified by 
competitors than marketing capability because the latter is socially more complex. When 
R&D alone is improved, its benefits are limited and unsustainable because of the ease of 
imitation by competitors. But when combined with marketing capability in a 
complementary manner, R&D is more likely to provide comparative advantage. The 
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moderating effect of marketing capability on R&D reflects the notion that R&D 
interacting with marketing capability achieves stability of firm performance and lower 
risk. Marketing capability that supports R&D reduces idiosyncratic risk. 

Operational capability is similar to R&D capability in that it is inherently easier to 
benchmark and codify than marketing capability. A firm’s operational activities such as 
engineering, work flow and purchasing are visible and easily replicated by competitors. 
Marketing capability is harder for competitors to imitate and codify since it is socially 
more complex and constructed from processes that are path dependent, Vorhies and 
Morgan (2005) suggest that marketing capability has at least eight aspects that 
horizontally span a firm’s operations. Long-term relationships between a firm and its 
customers leads to lower cost for a firm’s internal operations through more efficient 
control of raw materials, work-in-process and inventory. In essence, there are two 
primary mechanisms through which operational capability impacts idiosyncratic risk. 
First, operational capability directly improves firm performance and profitability thereby 
enhancing stock price performance and reducing stock price volatility. In addition, 
operational capability generates intangible assets which function as ‘insurance-like 
assets’ that reduce volatility. 

Several recent papers study the interaction between capabilities and firm risk. The 
literature, in fact, strongly indicates that capabilities confer positive externalities to other 
firm sectors Although synergy has been emphasised in many studies, the interaction 
between marketing, R&D and operational capabilities for risk management has been 
rarely investigated. Some recent papers attempt to address this gap by examining the 
linkage between capabilities and financial performance (Kamboj et al., 2015; Yu et al., 
2014) but the focus of these papers is not specifically related to idiosyncratic risk. The 
literature on corporate social responsibility (CSR) especially tends to focus on the 
interacting effects of capabilities on both CSR and firm risk. In a recent study, Mishra 
and Modi (2016) find that the effect of CSR on idiosyncratic risk are not significant on 
their own; however, they only become so in the presence of marketing capability. The 
effect of marketing capability on financial risk, specifically firm default risk, is explored 
by Sun and Price (2016) who find that R&D capability reduces a firm’s default risk and 
this risk reduction potential is stronger for high marketing capability 

The upshot of the above discussion is that there are essentially two effects. Primary 
effects stemming from individual capabilities reduce idiosyncratic risk (Hypothesis 1). In 
addition to these primary effects, there are secondary interactive effects on idiosyncratic 
risk that stem from the moderating influence of marketing capability on R&D and 
operations capability. Our second major hypothesis can be stated thus: 

H2 All other things equal, a firm’s marketing capability interacts with R&D capability 
and operational capability to reduce idiosyncratic risk. 

4 Data description and variable construction 

The data for this paper is derived primarily from Compustat and the Centre for Research 
in Security Prices (CRSP). The sample was drawn from publicly traded firms in the USA 
for Standard Industrial Classification (SIC) codes 35 to 39 (manufacturers of commercial 
machinery, computer devices, electronics and equipments, transportation equipment, 
instruments, etc.) for the 1996–2004 period. The firms in the sample set have a mean age 
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of 9 with a range from 1 to 66 years. The dataset includes firms of different sizes ranging 
from 50 employees to 876,000 employees and average turnover volume of 2.4 million. 
This sample was chosen for two reasons. R&D is more applicable in manufacturing than 
non-manufacturing sectors. The second reason was to ensure some degree of 
comparability with previous studies in this area (e.g., Lovett and MacDonald, 2005; 
Narasimhan et al., 2006; McAlister et al., 2007; Krasnikov and Jayachandran, 2008). We 
briefly describe the manner in which some of the most significant variables were 
constructed. 

4.1 Marketing capability 

Marketing capability can be defined as a firm’s ability to comprehend, forecast and fulfil 
customer needs. Marketing capability and indeed other capabilities by their very nature 
are not explicitly visible. The measurement of capabilities must therefore be based on 
proxy measures such as expenditures on market research and advertising. Prior research 
in this area has used various approaches and both primary and secondary data to measure 
capabilities. 

Following Narasimhan et al. (2006) we use stochastic frontier estimation (SFE) to 
model marketing capability. Marketing resources include sales, general and 
administrative expenses (SGA) which is a proxy for investment in marketing activities. In 
addition, we measure marketing capability by using receivables (REC) – a proxy for 
resources that firms extend to build customer relationships such as extending credit or 
providing customers additional time for payment. In addition, we use advertising expense 
(ADV), which has long been treated as a critical instrument to build intangible assets 
such as brand equity and customer relationships. We therefore added advertising expense 
(Compustat, DATA 45) as an input in the SFE. Our SFE modelling of marketing 
capability adopts a Cobb-Douglas type formulation common in the economics production 
and consumer demand literature (Cobb and Douglas, 1928; Douglas, 1976; Barros and 
Athanassiou, 2015; Chen et al., 2015; Paul and Shankar, 2018). Thus: 

31 2
it it it itSales SGA REC ADV= αα α  

( ) ( ) ( ) ( )0 1 2 3ln ln lnit it it it itLn Sales SGA REC ADV ε= + + + +α α α α  

where i refers to firm i in year t. The SFE results indicate that all three inputs are 
significant: SGA (α1 = 0.36, p < 0.01), REC (α2 = 0.61, p < 0.01), ADV (α3 = 0.05,  
p < 0.01). We computed marketing capability from the generated efficiency scores and 
compared its distribution between 1996 and 2004. It is interesting to note that a number 
of firms that began with low marketing capabilities enhanced their capabilities by the end 
of the study period. 

4.2 R&D intensity and operational capability 

R&D capability is defined as a firm’s competency in product and process innovation and 
in applying new technologies to create effective new products and services. R&D 
intensity is typically measured by a firm’s expenditure in research and development 
standardised relative to industry expenditure. We collected data from Compustat (DATA 
46): R&D expense by firm and scaled it with firm assets to remove size effects. 
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Operational capability is defined as the skills and knowledge that enable a firm to 
deploy internal resources to obtain the highest cost reduction. Operations capability can 
be measured by rating various operational efficiency dimensions such as cost and 
logistics. Luo and Homburg (2008) broaden the concept by defining operational 
capability as the firm’s ability to transform inputs such as human resources or employees 
(EMP), cost of goods sold (COGS) and selling, general and administrative (SGA) 
expenses into output (Sales). Following this rationale, we measure operational capability 
thus: 

( ) ( ) ( ) ( )0 1 2 3ln ln lnit it it it itLn Sales EMP COGS SGA u= + + + +α α α α  

The SFE results indicate that all three inputs are significant: EMP (a1 = 0.06, p < 0.01), 
COGS (a2 = 0.62, p < 0.01), and ADV (a3 = 0.35, p < 0.01). 

Operational capability is computed from the generated efficiency scores. Unlike 
marketing capability, operational capability exhibits no significant changes over time 
implying that firms in this sample focus more on enhancing marketing capability than 
operational capability or that operational capability has less room for enhancement. 

4.3 Idiosyncratic risk 

We used daily stock return data over various annual periods to measure idiosyncratic risk 
using the four factor Fama-French model. The Fama-French model implies that the firm’s 
stock return is a function of four factors market returns (MKT); the differential return 
between small and large stocks (SMALL); differential return between stocks with high 
and low book-to-market (BM) values; and return momentum (MO). Thus 

0= + + + + +MKT MKT SMALL SMALL BM BM MO MO
it itit it it it it it it itReturn r r r r εβ β β β β  

The R2 resulting from the above represents the degree to which the stock co-varies with 
the market implying that 2[1 ]itR−  is the proportion of stock volatility unexplained by the 
market and hence a measure of firm-specific or idiosyncratic risk. Luo and Bhattacharya 
(2009), in line with the norm in the finance literature, adopt a log-transformed measure of 
risk to account for boundary issues: 

2

2

1ln −⎡ ⎤
= ⎢ ⎥

⎣ ⎦
it

it
it

RRisk
R

 

We followed Luo and Bhattacharya’s definition of risk but also used the original form  
(1 − R2) as an alternative definition of idiosyncratic risk. 

4.4 Control variables 

As suggested by Ferreira and Laux (2007), we adopted a series of marketing, accounting 
and financial factors as control variables. We measured profitability as cash flow  
adjusted by total assets; leverage as the ratio between long-term debt and total assets; 
market-to-book as market value divided by book value; dividend payment  
(dividend = 1, no dividend = 0); firm age as the length of time listed in Standard’s and 
Poor. To control for industry differences, we introduced industry environmental factors.  
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Environmental munificence is obtained from a series of regressions on five-year moving 
windows with sales regressed on time. Essentially, the coefficient on time represents the 
industry growth rate and the standard error proxies for volatility (environmental 
dynamism). In addition, we also controlled for inter-industry competition intensity by 
using the Herfindahl index. 

5 Estimation methodology: regression shrinkage and variable selection 
using the LASSO 

In much of the marketing literature, the empirical technique of choice is linear regression. 
However, variable selection and shrinkage techniques developed in the context of 
‘machine learning’ offer valuable estimation alternatives (see Varian, 2014 for a survey 
of the innovations in big data analytics and their econometric applications). An 
interesting alternative to standard linear regression is the LASSO developed by Tibshirani 
(1996, 2011). To our knowledge this technique has not been much used in this strand of 
the empirical marketing literature. 

A fundamental task in econometric modelling is feature selection. In the presence of a 
large number of predictor variables, variable reduction and feature selection assume even 
more importance. A rigorous method to select predictor variables conveys several 
benefits – it removes redundant variables, reduces overfitting and especially, in high 
dimensional datasets, reduces the scale of the estimation problem by enabling algorithms 
to work more efficiently. Standard methods for variable selection in econometrics involve 
statistical tests (such as Chi-square, Akaike information criterion, Bayesian information 
criterion, etc.) or algorithms like regression subsets or forward/backward stepwise 
selection, etc. However, stepwise subset selection methods often perform poorly 
especially when there are a large number of predictor variables and multicollinearity is 
present. In these situations, penalised regression methods like the LASSO are 
considerably better estimation alternatives. See Morozova et al. (2015) for a discussion 
on the relative advantages of traditional selection methods versus penalised regression 
methods. For an accessible discussion of the LASSO, see Ledolter (2013). 

The fundamental notion underlying the LASSO is to optimise the tradeoff between 
bias and variance in regression estimation where bias refers to the deviation between 
predicted and actual values and variance to the variability in prediction. The LASSO thus 
optimises the trade off between accuracy and consistency. Traditional OLS estimates 
minimise the residual sum of squares thereby reducing bias but at the cost of higher 
variance. Following Hastie et al. (2009), let Y = f(x) + ε where Y and X are response and 
predictor variables, ε is an error term such that E(ε) = 0, Var (ε) = σ2 and ε ~ N (0, σε). 
The expected prediction error of a regression fit ˆ ( )f x  at an input point X = x0 can then be 
decomposed as: 

( ) ( )( )
( ) ( ) ( ) ( )

2
0 0 0

2 2
2

0 0 0 0

2

ˆ

ˆ ˆ ˆ

Bias Variance Irreducibleerror

⎡ ⎤= − =⎣ ⎦
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where the first term captures the amount by which the average estimate differs from the 
true mean, the second term captures the expected squared deviation of 0

ˆ ( )f x  around its 
mean and the last term represents the noise term in the true relationship that cannot be 
reduced by the model. The fundamental objective of the LASSO is to solve the quadratic 
programming problem given by: 

2

1 1 1
ˆ arg min subject to

= = =

⎧ ⎫⎡ ⎤= − ≤⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭∑ ∑ ∑N k k
LASSO i ij j ji j j

y x tββ β β  

where yi refer to centred response variables, xij, to the standardised predictors, xij, i = 1, 2, 
..... N; j = 1, 2, ... k and t is a tuning parameter. The quadratic programming problem 
above minimises the sum of squares with a linear inequality constraint given by Σ|βj| ≤ t. 
The parameter t is a user defined parameter that controls the degree of shrinkage. Smaller 
values of t result in a higher amount of shrinkage. For small enough values of t, some of 
the coefficients may be zeroed out leading to considerable model simplification. In 
practice, popular LASSO algorithms such as least angle regression (LARS) proposed by 
Efron et al. (2004) uses a shrinkage factor defined by: 

1

k
jj

ts

=

=
∑ β

 

where s ∈ (0, 1). Note that s = 0 implies that all coefficients are zero, s = 1 leads to the 
least squares solution and values in between reflect various degrees of shrinkage. The 
optimal value for s is typically chosen by a technique called ‘cross-validation’. 

In settings where there are a large number of predictor variables, the LASSO 
performs consistently superior variable selection. However, the utility of penalty-based, 
shrinkage methods like the LASSO is not limited only to the high dimensional settings of 
big data. “The usefulness of shrinkage methods is widely discussed in high-dimensional 
settings but not limited to only this case. These methods can also be applied to a modest 
number of dimensions when sparsity in the estimated model is desired” [Chand, (2012), 
p.120]. 

6 Estimation and empirical results 

In the overall model structure, the dependent variable is the firm’s idiosyncratic risk 
(RISK). The basic model is given by: 

17

0
1

i i t
i

RISK X ε
=

= + +∑β β  

The critical variables of interest – marketing capability, operational capability and R&D 
intensity were estimated from a sample of publicly traded firms over the 1996–2004 
period. Rather than focusing on multiple periods with complex interacting time varying 
effects, we apply the model to the latest period for which we have consistent data. The 
final list of independent variables (see Table 1) is based on 201 manufacturing firms for 
the 2004 period. 
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Table 1 List of variables and sequence of LASSO moves 

Predictor variables 

Total assets Step 1 Size 

Leverage Step 2 Marketing capability and R&D intensity 

Market-to-book Step 3 Environmental dynamism 

Age Step 4 Herfindahl index 

R&D intensity Step 5 Operational capability and R&D intensity 

Size Step 6: Operational capability 

Environmental munificence Step 7 Operational capability and R&D intensity 

Environmental dynamism Step 8 R&D intensity 

Herfindahl index Step 9 Total assets 

Marketing capability Step 10 Leverage 

Operational capability Step 11 Marketing capability 

Dividend Step 12 Cash flow ROA 

Cash flow volatility   

Cash flow ROA   

Interaction 1: Marketing capability and 
Operational capability 

  

Interaction 2: Marketing capability and 
R&D intensity 

  

Interaction 3: Operational capability 
and R&D intensity 

  

The first column of Table 1 lists all 17 predictor variables. Generally, there are two 
methods to address problems that arise from such a large number of predictors. The first 
method is to apply multiple comparison adjustments such as the Bonferroni adjustment. 
Alternatively, one can apply a regularised version of the least squares adjustment that 
constrains the size and number of estimates. LASSO does the latter. 

In this paper, we apply the LASSO algorithm – LARS (see Efron et al., 2004 for more 
details). The result of the LASSO algorithm is reported in the second column of Table 1. 
Table 1 shows the sequence in which variables enter the model as one relaxes the lasso 
constraint. The first variable to enter the model (step 1) is Size, followed by the 
interaction variable between Marketing capability and R&D intensity, followed by 
Environmental dynamism, Herfindahl index (market competition), Operational capability 
and R&D intensity, etc. Clearly, the interactive effects of marketing capability and R&D 
intensity as well as the interactive effects of Operational capability and R&D intensity 
have significant effects on idiosyncratic risk. 

Table 2 reports LASSO estimates as a function of the shrinkage factor, s. At the 
extremes, s = 0 all coefficient estimates are shrunk to zero whereas s = 1 leads to OLS 
estimates. Table 2 shows LASSO estimates at various degrees of shrinkage. 
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Table 2 LASSO coefficients 

Shrinkage factor s = .05 s = .10 s = .25 s = .50 s = .75 s = 1 (OLS 
estimates) 

Total assets 0.000 0.000 0.000 0.000 0.000 0.000 
Leverage 0.000 0.000 1.882 2.923 3.408 3.579 
Market to book 0.000 0.000 0.000 0.000 0.004 0.006 
Age 0.000 0.000 0.000 –0.301 –0.419 –0.439 
R-D intensity 0.000 0.000 –3.421 –0.960 –3.567 –7.988 
Size –0.508 –0.785 –1.257 –1.410 –1.452 –1.446 
Environmental munificence 0.000 0.000 0.286 1.488 1.524 1.197 
Environmental dynamism 0.000 –5.472 –20.45 –17.663 –17.865 –18.817 
Herfindahl index 0.000 –0.044 –1.398 –1.396 –1.447 –1.515 
Marketing capability 0.000 0.000 1.038 4.604 –3.086 –13.318 
Operational capability 0.000 0.000 –3.837 –9.674 –20.553 –30.621 
Interaction 1 (Marketing and 
Operational capability) 

0.000 0.000 0.000 0.000 11.460 24.359 

Interaction 2 (Marketing and 
R&D intensity) 

–1.905 –7.891 –6.69 –29.580 –40.200 –42.553 

Interaction 3 (Operational 
capability and R&D 
intensity) 

0.000 0.000 0.000 17.890 30.720 38.214 

Cash flow ROA 0.000 0.000 1.452 3.006 3.285 3.080 
Cash flow volatility 0.000 0.000 –0.017 –0.035 –0.039 –0.037 
Dividend 0.000 0.000 0.082 0.372 0.475 0.485 

The optimal value of the shrinkage factor, s, can be determined by ‘cross-validation’ 
(CV) – a powerful technique for extending the generalisability of linear regression. The 
notion of cross-validation is one of the most significant ideas in machine learning and has 
the potential to transform the manner in which research findings are validated. The basic 
idea is to divide a dataset into two parts – a training set and a test set. First, an estimated 
equation is developed based purely on the training set data. Next, to ascertain its 
predictive performance the estimated equation is applied to the test set data. Since the test 
set was not involved in developing the estimated equation, the performance of the 
estimated equation on the test set data is a more accurate reflection of the predictive 
ability and validity of the model under different statistical environments. The model is 
then fitted to multiple samples using resampling. The consequent variability in model 
results indicates the extent to which model results are stable and generalisable. Varian 
(2014, p.7) points out that “The test-train cycle and cross-validation are very commonly 
used in machine learning and, in my view, should be used much more in. economics.... 
cross-validation also turns out to be a very useful technique.... it is also a much more 
realistic measure of prediction performance than measures commonly used in 
economics.” 

To select the optimal value of the shrinkage factor, we used k-fold cross-validation in 
which the data set is randomly partioned into k subsets (folds) of approximately equal  
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size. In each iteration, one of the k subsets is used as the test set and the other k – 1  
subsets make up the training set. Averaging the quality of the predictions using the mean 
squared error (MSE) across all k trials results in an overall measure of predictive 
accuracy given by: 

1

1 k

k i
i

CV MSE
k =

= ∑  

Figure 1 shows the results of k = 10 fold cross validation along with their standard error 
bounds. 

Figure 1 Cross validation plot 

 

The LASSO estimates both in Table 2 and Figure 1 for s = 1 correspond to OLS 
estimates. It is evident from Figure 1 that OLS estimates corresponding to s = 1 do not 
result in the lowest cross validated MSE. The lowest cross validated MSE appears to 
correspond to a shrinkage factor of .10. We therefore focus on the LASSO estimates 
corresponding to this shrinkage value. 

In comparing the LASSO estimates at s = .10 to OLS estimates, notice that 13 of the 
parameter values that appear in OLS are ‘zeroed out’ by LASSO. The remaining four 
variables (size, environmental dynamism, Herfindahl index and the interaction between 
marketing capability and R&D intensity) are identified by LASSO as the most significant 
variables impacting idiosyncratic risk. Parenthetically, it is worth noting that the OLS 
estimates indicate that all three variables – marketing capability, operational capability 
and R&D intensity – have a negative impact on idiosyncratic risk – a common finding in 
the marketing literature. 
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The first variable identified by LASSO is size. The negative coefficient on size 
implies that a smaller firm size increases idiosyncratic risk. The small firm effect is a 
well-established result in finance and the fact that smaller firms have higher idiosyncratic 
risk is not particularly surprising. Several recent papers have advanced fairly compelling 
reasons for the systemic increase in idiosyncratic risk related to firm age, and by 
extension, firm size. Brown and Kapadia (2007) show that an increasing trend in new 
listings by riskier companies constitute one possible explanation. Another compelling 
reason is advanced by Fink et al. (2010) who argue that the internet boom resulted in a 
dramatic increase in new listings and a consequent decline in the mean age at initial 
public offering (IPO). These effects are essentially subsumed by the size variable. 

The next two variables identified by LASSO are industry environmental factors. 
LASSO identifies both environmental dynamism as well as the intensity of the 
competitive environment as measured by the Herfindahl index as significant explanatory 
variables for idiosyncratic risk. The negative coefficients estimated by LASSO imply that 
both an increase in the volatility and intensity of the competitive environment decrease 
idiosyncratic risk. This result can be interpreted to imply that firms that survive a 
competitive and volatile marketplace tend to have lower firm specific risk. 

The final variable identified by LASSO as having an important effect on idiosyncratic 
risk is the interactive effects of marketing and R&D intensity. Higher values for this 
variable imply lower idiosyncratic risk. In effect, more effective marketing and higher 
R&D intensity lower idiosyncratic risk. While we find little support for the standalone 
effect of marketing, R&D intensity and operational capability on idiosyncratic risk (H1) 
we find fairly strong support for the notion that marketing capability interacts with R&D 
intensity to reduce idiosyncratic risk (H2). Thus, while we find no statistically significant 
support for H1 we find support for H2. 

7 Discussion and implications 

In the marketing literature, the focus has typically been on the link between capabilities 
and firm performance where firm performance is usually defined as stock price 
performance. Instead of focusing on capabilities and firm performance, we focus on the 
link between capabilities and idiosyncratic risk – a relationship largely neglected in the 
marketing literature. We focus on marketing capability, R&D intensity and operational 
capability as well as the interaction between these capabilities and their effect on firm 
specific risk. We thus attempt to provide a unique marketing perspective to the financial 
risk management literature. 

The technique used in this paper is unusual in the marketing literature. The standard 
techniques for variable selection in the presence of a large number of predictors is to use 
either regression subsets selection or principal components analysis. The LASSO 
technique uses a much more rigorous criterion for variable selection. Under the LASSO 
method of penalty-based selection and shrinkage, none of the marketing, operations or 
R&D variables are identified as having any statistically significant individual effects. 
This is in contrast to much of the marketing literature that identifies these variables as 
having a significant impact on firm specific risk. Under the stringent penalty-based 
selection criterion imposed by LASSO, only the interaction between marketing capability 
and R&D intensity is identified as having a significant effect on idiosyncratic risk. 
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What might explain the above results? The rejection of statistically significant 
individual effects of capabilities on idiosyncratic risk is easy to understand-the LASSO 
imposes a higher threshold for statistical significance. However, the interaction between 
marketing capability and R&D intensity is significant even under this higher threshold. 
There are, in fact, both well-grounded theoretical reasons as well as empirical evidence 
regarding the positive feedback loop between marketing capability and R&D. Sorescu et 
al. (2003, p.86) remark that “.... a strong set of patents alone cannot increase the sales of a 
radically new product if the marketing resources necessary to create awareness and 
increase the speed of adoption are lacking....”. When R&D alone is improved, its benefits 
are limited and may not be sustainable. But when combined with marketing capability in 
a complementary manner, R&D is more likely to exceed what competitors can replicate. 
The classic example here is the iPhone whose technological superiority, aesthetic design, 
distribution network and marketing agreement with AT&T is an outstanding example of 
the value shareholders place on the integration of R&D with marketing. Perhaps the most 
comprehensive work in this strand of the literature is a meta-analysis conducted by 
Krasnikov and Jayachandran (2008) who find that marketing capability has a greater 
impact on performance than R&D capability and operations capability. 

It should be emphasised that while all these papers investigate the marketing – R&D 
relationship, the objective of our paper is fundamentally different in the sense that our 
focus is on the interactive effects of capabilities on idiosyncratic risk rather the 
interactive effects of capabilities on firm performance. Clearly, marketing and R&D have 
complementarities as far as firm performance is concerned but their complementarity in 
terms of risk reduction is less clear. 

McAlister et al. (2007) argues that firms with high R&D investment adapt more 
efficiently to highly competitive environments reducing systematic risk. Another line of 
reasoning on the interactive effects of marketing and R&D on idiosyncratic risk is 
provided by Wilden and Gudergan (2015) who examine the role of marketing and R&D 
capabilities on firm’s performance. Wilden and Gudergan find that marketing capability 
is positively associated with firm performance in highly competitive environments 
whereas R&D capability enhances performance in stable competitive environments. 
Thus, both marketing capability and R&D capability interact to ensure survivability but 
their relative risk reduction impact differs based on the nature of the competitive 
environment. 

The finding that the interactive effect of R&D and marketing capability outweigh 
individual effects of marketing, operational and R&D capabilities is an interesting 
finding. At low levels of marketing capability, R&D intensity may only marginally assist 
a firm in reducing risk. However, when marketing capability is high, R&D has stronger 
effects. In effect, the interactive impact of marketing capability with R&D is more 
important than its stand-alone effect. Research that focuses on only one type of capability 
may be misleading since capabilities are essentially contingent one another. 

8 Limitations and future research directions 

The focus of this study is on the link between firm capabilities and idiosyncratic risk. 
Total financial risk is however composed of both systematic risk and unsystematic or 
idiosyncratic risk. This study thus does not address the effect of capabilities on systematic 
risk. Future research could explore this more rigorously. 
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The concept of marketing capability employed in this study is a general one and it has 
been suggested that such a capability should be examined as a series of specialised 
marketing capabilities (Vorhies and Morgan, 2005). Specialised marketing capabilities 
such as marketing communication, pricing and channel management may have their own 
distinct characteristics. The overall effectiveness of the general concept of marketing 
capability does not unconditionally indicate the effectiveness of specialised marketing 
capabilities in risk reduction. Vorhies et al. (2009) propose a distinction between 
specialised and architectural capabilities. A deeper understanding of the detailed pattern 
of specialised capabilities, architectural capabilities and firm risks will enhance this 
literature. 

The secondary data approach from Compustat and CRSP has been widely adopted in 
studying firm attributes and has some salient advantages-objectivity, large sample size 
and higher generalisability. However, using primary data such as perceptual data may 
provide further detail by including factors that are not in the current secondary database. 

The penalty-based selection and shrinkage method used in this paper has not been 
widely used in the empirical marketing literature. Methods like LASSO and related 
techniques like ridge regression can play a very useful role in model selection, validation 
and prediction. Research along these lines can substantially enhance the generalisability 
and reliability of marketing research. 
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