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Abstract: Breast cancer is a widespread problem faced by the women  
in recent years. It is highly essential to detect the breast cancer at an early stage 
to save lives. Image segmentation technique is used to segment the mistrustful 
masses from an ultrasound image of the breast. This work focuses on 
implementation and analysis of various optimisation algorithms in detecting 
mistrustful masses in the given ultrasound image of the breast. In preprocessing 
the speckle noise is reduced by using the median filter and contrast is improved 
by using adaptive histogram equalisation. Particle swarm optimisation, chaotic 
particle swarm optimisation (CPSO), k-medoids clustering, fuzzy c-means and 
k-means clustering are used in our work. A comparative analysis has been done 
using MATLAB and, it is proved that the CPSO has the best result among the 
others. The accuracy and dice similarity coefficient of the CPSO based method 
is 93.5793 and 0.8735 respectively. 
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1 Introduction 

Diagnosis and analysis of the medical images is a crucial task in the recent medical 
treatment. Visual representations and numeric results extracted from a digital image of 
the interior body are highly useful in the analysis and diagnosis of diseases. The obtained 
information deal with human lives hence the accuracy is highly important. Preprocessing, 
segmentation, classification and feature extraction are the four major steps involved in 
image segmentation technique (Venkatalakshmi and Shalinie, 2007a). When there is no 
symptom or sign changes mammogram is used in detection and diagnosis of breast 
cancer. But in the mammogram, both cyst and tumour appear with white colour which 
reduces the segmentation accuracy, whereas in an ultrasound the cyst and tumour can be 
clearly differentiated and some breast changes which cannot be visualised in 
mammogram can be clearly visualised. Ultrasound is a low cost and non-ionising 
radiation method. In our work, we practically verified the segmentation accuracy in 
detection of breast cancer from an ultrasound image by using various optimisation 
methods. This work mainly focuses the analysis of the performance of particle swarm 
optimisation, chaotic particle swarm optimisation, k-medoids clustering, fuzzy c-means 
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and k-means clustering with manual selection of cluster centres in breast cancer 
detection. In the preprocessing stage, we did a comparison between median and Gaussian 
filter in removing speckle noise from the ultrasound image. Adaptive histogram 
equalisation is also used to improve the contrast of the input image. 

2 Literature review 

Abdelwahed et al. (2015) used a CAD system for segmenting ultrasound image.  
A watershed transformation technique is implemented in their work to extract the region 
of interest from an ultrasound image. In this work, the problem of over segmentation has 
been solved. This work is more suitable to detect a tumour at an earlier stage. Kathiravan 
and Sundar Raj (2015) applied ridgelet transform to extract the statistical texture features. 
Venkatalakshmi and Shalinie (2004) proved that in multispectral image classification 
accuracy could be improved using ridgelet transform. Rose and Allwin (2013) suggested 
a tumour cut algorithm for segmentation of ultrasound images and it is evident in this 
work the detection rate is increased. Pate and Sinha (2010) implemented an adaptive k-
means algorithm for early detection of breast cancer. Shareef (2014) shown that 
morphological watershed transform suits well for breast cancer detection from an 
ultrasound image. 

3 Proposed method 

A MATLAB based practical approach for the proposed work is revealed in Figure 1. 
This work incorporates four stages viz. preprocessing, clustering, foreground 

extraction, and feature extraction. In preprocessing, we did noise removal and contrast 
enhancement on the input ultrasound breast image. The speckle noise present in the 
ultrasound image was removed using median and Gaussian filters. The image appearance 
is enhanced using adaptive histogram equalisation. A comparative analysis was done on 
the performance of noise removal between median and Gaussian filters. In the k-means 
clustering, the cluster centres are fixed using various optimisation algorithms viz. particle 
swarm optimisation, chaotic optimisation algorithm and k-medoids algorithm. The 
performance variations between the above-said algorithms were practically verified using 
MATLAB and compared. The k-means clustering with manual cluster centre selection 
was also shown to state the practical importance of optimisation algorithms. 

3.1 Noise removal 

The frequent possible noise occurrence in ultrasound is speckle noise (Yasmin et al., 
2013). The resolution and contrast are reduced by the speckle noise. The boundaries and 
exact specification cannot be clearly observed in the presence of speckle noise. This 
complicates the diagnosis (Nicolae et al., 2009). The mathematical model of speckle 
noise is 

g(m,n) = f(m,n) × u(m,n) + e(m,n), (1)  
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where 
g(m,n): image with speckle noise 
u(m,n): multiplicative component 
e(m,n): additive component 
f(m,n): input image. 

The process flow diagram for the median filter is shown in Figure 2. 

Figure 1 Schematic block diagram of proposed work 

 

Figure 2 Process flow diagram for median filter 
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In our work comparison was done between the median and Gaussian filter in the 
elimination of speckle noise. The median filter has the superior feature than an average 
filter. Rather than the mean value, the median value of neighbouring pixels is used in the 
median filter. It is one of the best filters used in noise removal which removes the outliers 
without disturbing the sharpness of an image. The window in general in the median filter 
is of size 3 × 3 (Gupta, 2011). A convolution based Gaussian kernel is used in the 
Gaussian filter (Chandel and Gupta, 2013). The mathematical model of two-dimensional 
Gaussian functions is 

2 2

22
2

1( , ) ,
2

x y

G x y e σ

πσ

+−
=  (2) 

where the σ is the standard deviation. 
The process flow diagram of the Gaussian filter is shown in Figure 3. 

Figure 3 Process flow diagram for Gaussian filter 

 

3.2 Contrast enhancement 

It is essential to improve the visual appearance of a medical image to view the edges and 
excellent specifications clearly. In our work, we used adaptive histogram equalisation to 
increase the contrast of the input ultrasound image (Cheng et al., 2009). This is a 
mapping technique applied to all pixels in about its rank in the pixel nearby. 

3.3 Image segmentation 

Extracting some meaningful information from a digital image is called as image 
segmentation. It plays a vital role in medical imaging. The basics behind image 
segmentation are to group the pixels into two or more groups based on some features, 
particularly intensity. Plenty of methods are available to do this process out of that  
k-means clustering is one of the efficient methods. In k-means clustering, the optimum 
cluster centres are selected using optimisation algorithms. In our work, we used particle 
swarm optimisation (Guo et al., 2008; Venkatalakshmi et al., 2008), chaotic particle 
swarm optimisation and k-medoids clustering. 
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3.3.1 Particle swarm optimisation 

Particle swarm optimisation is a metaheuristic algorithm used efficiently in medical 
image analysis. It mimics the social behaviour of the birds searching for food. The 
fundamental idea of PSO is sharing and communicating the information (Tandan et al., 
2014). In this approach, each particle has initial position and velocity. Based on the 
fitness value, the velocity and position are updated (Kumar et al., 2015) and 
(Venkatalakshmi and Shalinie, 2005). The relevant two equations in PSO to update the 
position and velocity are,  

v(t + 1) = v(t) + c1r1[pbest(t) – x(t)] + c2r2[gbest(t) – x(t)] (3) 

x(t + 1) = x(t) + v(t + 1), (4) 

where r1, r2 are random numbers; the acceleration coefficients c1 and c2 are two positive 
constants. PSO needs a minimum number of iterations to converge towards an optimum. 
It has simple parameters, and there is no crossover and mutation. The success of PSO 
relies on the fitness function. In our work, we used the following fitness function.  

1

Inter cluster distanceMaximise ,
Intra cluster distance

n

i

f
=

=∑  (5) 

where 
n: number of clusters 

The process flow diagram for the PSO algorithm is shown in Figure 4. 

Figure 4 Process flow diagram for the PSO algorithm 

 

3.3.2 k-medoids clustering 

k-medoids clustering aims to reduce the distance between the cluster centres to each 
pixel. ‘k’ numbers of mutually exclusive groups are formed by partitioning data in  
k-means (Venkatalakshmi and Shalinie, 2007b; Venkatalakshmi et al., 2007) and  
k-medoids (Park and Jun, 2009). The k-medoids algorithm is based on k-means 
(Venkatalakshmi et al., 2008) and Medoidshift algorithm. It is more robust to noise and 
outliers because it minimises the sum of pair wise dissimilarities. The process flow 
diagram for the k-medoids algorithm is shown in Figure 5. 
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Figure 5 Process flow diagram for the k-medoids algorithm 

 

3.3.3 Chaotic particle swarm optimisation 

Chaotic particle swarm optimisation (CPSO) exerts chaotic perturbation on global best 
which prevent the particle from premature convergence. In particle swarm optimisation, 
the convergence velocity gets reduced in later searches, and there is no guaranteed first 
solution. This shortfall is filled with chaotic particle swarm optimisation (Shang and 
Yang, 2006; Suganthan, 1999). A nonlinear system similar to random process and 
complex behaviour is called chaotic. The global convergence is improved by a logistic 
map with the following equations. 

( ) ( ) (1 ( )),r r rC t r k C t C t+ = × × −  (6) 

where 
Cr: chaotic variable 
k: control parameter. 

The velocity update equation can be formulated as (Ye et al., 2012), 

v(t + 1) = v(t) + Cr[pbest(t) – x(t)] + (1 – Cr)[gbest(t) – x(t)]. (7) 

This method avoids local minima and improves global convergence. The parameters r1 
and r2 are modified by the logistic map in CPSO. The process flow diagram for the CPSO 
algorithm is shown in Figure 6. 

3.3.4 Fuzzy c-means 

Fuzzy c-means is one among the unsupervised clustering methods segregates data into 
subsets based on the individual data feature. The Fuzzy c-means algorithm is almost 
similar to the k-means algorithm (Sable, 2015). The k-means algorithm reduces the 
complexity in the objective function. In the Fuzzy c-means algorithm, the objective 
function has membership values wij and the fuzifier m ∈ R measures the level of cluster 
fuzziness. For crisp segmentation, m is limited to 1. The segmentation results are based 
on the initial choice of weights. Fuzzy c-means has been a critical tool for image 
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processing in segmenting objects in an image. The process flow diagram (Sable, 2015) 
for the fuzzy c-means algorithm is shown in Figure 7. 

Figure 6 Process flow diagram for the CPSO algorithm 

 

Figure 7 Process flow diagram for fuzzy c-means algorithm 

 

3.3.5 k-means clustering 

K-means clustering segments the given set of data into k clusters in which each data 
belongs to a cluster with minimum mean. The distance between the cluster centres and to 
each pixel plays important role in this algorithm. The distance measure used here is 
Euclidean distance. The Euclidean distance between the cluster centres and the pixels are 
calculated. The pixel is assigned to a cluster with respect to the minimum value of 
Euclidean distance (Sable, 2015). The optimum cluster centres are identified with a 
certain number of repetitive iteration. The process flow diagram for the k-means 
clustering algorithm is shown in Figure 8. 

A tumour is detected using the intensity-based thresholding method. The original 
segmented image is compared with the manually segmented image to find the statistical 
parameters as well as the performance measure of segmentation. 

4 Performance measures 

4.1 Speckle suppression index (SSI) 

The ratio of coefficient of variance of a filtered image to the ratio of coefficient of 
variance of an input image is called as speckle suppression index. The ratio between 
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standard deviation to mean of an image is called as the coefficient of variation. The 
mathematical expression of speckle suppression index (Wang et al., 2012) is, 

Var( ) Mean( )
SSI = ,

Mean( ) Var( )
f o

f o

I I
I I

×  (8) 

where 
If: image after noise reduction 
Io: noisy image. 

The value lesser than unity and lowest indicates that the filtered image has minimum 
speckle noise with improved quality. 

Figure 8 Process flow diagram for the k-means algorithm 

 

4.2 Speckle suppression and mean preservation index (SMPI) 

If there is an overestimation of the average value the SSI will not be considered as a 
reliable measure. The mean preservation index is used under these circumstances. It is 
defined as (Wang et al., 2012), 

Var( )
SMPI = ,

Var( )
f

o

I
Q

I
×  (9) 

where Q can be defined as, 

01 Mean( ) .( ) .fQ I I= + −  (10) 

The value lesser than unity and lowest indicates that the filtered image has minimum 
speckle noise with improved quality. 

4.3 True positive (tp) 

When a patient has the disease and the test result is positive it is called true positive.  
This parameter defines existing one as existing. In this case, the pixels segmented  
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correctly as foreground and the true positive should be high. When we compare  
the binary input image with the binary ground truth image for each pixel, the total 
number of matches of foreground (1) is called true positive. The sensitivity otherwise  
true positive rate (Carsten Schwenke and Schering, 2014) in image segmentation is 
defined as, 

.tptpr
tp fn

=
+

 (11) 

4.4 True negative (tn) 

When a patient has no disease and the test result is negative is called true negative.  
This parameter defines non-existing one as non-existing. In this case, the pixels 
segmented correctly as background and the true negative should be high. When we 
compare the binary input image with the binary ground truth image for each pixel, the 
total number of matches of background (0) is called true negative. The specificity 
otherwise true negative rate (Schwenke and Schering, 2014) in image segmentation is 
defined as, 

.tntnr
tn fp

=
+

 (12) 

4.5 False positive (fp) 

When a patient has no disease and the test result is positive is called false positive. This 
parameter defines non-existing one as existing. In this case, the pixels wrongly 
segmented as foreground and the false positive should be low. When we compare the 
binary input image with the binary ground truth image for each pixel, the total number of 
mismatches for foreground is called false positive. The false positive rate (Schwenke and 
Schering, 2014) in image segmentation is defined as, 

.fpfpr
fp tn

=
+

 (13) 

4.6 False negative (fn) 

When a patient has the disease and the test result is negative it is called false  
negative. This parameter defines existing one as non-existing. In this case, the pixels  
are wrongly segmented as background, and the false negative should be low.  
When we compare the binary input image with the binary ground truth image  
for each pixel, the total number of mismatches for the background is called false 
negative. The false negative rate (Schwenke and Schering, 2014) in image segmentation 
is defined as, 

.fnfnr
fn tp

=
+

 (14) 
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4.7 Accuracy 

Accuracy is a degree of measure to state the correctness of a process. In image 
segmentation, the accuracy is defined as, 

Accuracy .tp tn
tp tn fp fn

+=
+ + +

 (15) 

When the true positive and true negative are high, and the false positive and false 
negative are low, it indicates the image is correctly segmented as foreground and 
background, and the accuracy will become high and almost near to 1. 

4.8 Dice coefficient 

Dice coefficient otherwise called as overlap index is used to measure the similarity 
between two results. It is twice the ratio between a number of non-zero elements in the 
intersection of input and ground truth images to the total number of non-zero elements in 
data and the number of non-zero elements in the ground truth image. The dice coefficient 
is always greater than the Jaccard coefficient (Schwenke and Schering, 2014). 

2Dice Coefficient = .tp
tp fp fn

×
+ +

 (16) 

5 Experimental results 

5.1 Comparative analysis of filter performance 

Table 1 depicts the performance evaluation comparison between the median and 
Gaussian filters. 

Table 1 Comparative analysis of filters 

Parameter Median filter Gaussian filter 

SSI 0.80 0.82 
SMPI 6.31 7.90 

The variations of SSI and SMPI are represented in Figures 9 and 10 graphically. The SSI 
and SMPI values of the median filter are minimum than the Gaussian filter. From this,  
it is evident that the median filter produces a better result than the Gaussian in the 
elimination of speckle noise. The resultant images after filtering along with input image 
and the output image after contrast enhancement are shown in Figure 11. 

5.2 Performance evaluation of segmentation 

The image after clustering and the region of interest are shown in Figures 12–16. 
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Figure 9 Graphical variation of SSI (see online version for colours) 

 

Figure 10 Graphical variations of SMPI (see online version for colours) 

 

Figure 11 Images after preprocessing: (A1) input; (A2) median filter output; (A3) Gaussian filter 
output and (A4) contrast enhanced image 
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Figure 12 Input and output images using PSO: (A1) PSO clustered image and (A2) segmented 
image (ROI) 

 

Figure 13 Input and output images using k-medoids: (A1) k-medoids clustered image and (A2) 
segmented image (ROI) 

 

Figure 14 Input and output images using CPSO: (A1) CPSO clustered image and (A2) segmented 
image (ROI) 

 

The performance level of the particle swarm optimisation, k-medoids clustering, chaotic 
particle swarm optimisation, fuzzy c-means and k-means clustering are compared with 
the help of true positive rate, true negative rate, false positive rate, false negative rate, 
accuracy and dice coefficient. The observations on true positive and true negative rate are 
tabulated in Table 2, and the graphical variations are shown in Figure 17. 
 
 
 



   

 

   

   
 

   

   

 

   

    Analysis of diverse optimisation algorithms in breast cancer detection 17    
 

    
 
 

   

   
 

   

   

 

   

       
 

Figure 15 Input and output images using fuzzy c-mean: (A1) fuzzy c-means clustered image  
and (A2) segmented image (ROI) 

 

Figure 16 Input and output images using k-means: (A1) k-means clustered image and  
(A2) segmented image (ROI) 

 

Table 2 Comparison of true positive and true negative rate 

Algorithm True positive rate True negative rate 

PSO 80.4143 83.6145 
k-medoids 80.6055 83.7485 
CPSO 93.3673 93.7788 
Fuzzy c-means 92.9612 69.6275 
k-means 88.6850 70.1822 

The observations on false positive and false negative rate are tabulated in Table 3, and the 
graphical variations are shown in Figure 18. 

Table 3 Comparison of true positive and true negative rate 

Algorithm False positive rate False negative rate 

PSO 16.3855 19.5857 
k-medoids 16.2515 19.3945 
CPSO 6.2212 6.6327 
Fuzzy c-means 30.3725 7.0388 
k-means 29.8178 11.3150 
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Figure 17 Comparative analysis of TP &TN rate (see online version for colours) 

 

Figure 18 Comparative analysis of FP &FN rate (see online version for colours) 

 

The observation on Dice coefficient is tabulated in Table 4, and the graphical variations 
are shown in Figure 19. 

Table 4 Comparative analysis of accuracy 

Algorithm PSO k-medoids CPSO Fuzzy c-means k-means 

Dice Coefficient 0.8041 0.8067 0.8737 0.8408 0.8366 

The observation about accuracy is tabulated in Table 5, and the graphical variations are 
shown in Figure 20. 

Table 5 Comparative analysis of accuracy 

Algorithm PSO k-medoids CPSO Fuzzy c-means k-means 
Accuracy 82.1554 82.3134 93.5793 81.7333 80.5630 
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Figure19 Comparative analysis of Dice coefficient (see online version for colours) 

 

Figure 20 Comparative analysis of dice coefficient (see online version for colours) 

 

For proper segmentation, true positive and true negative should be high at the same time 
false positive and false negative should be low. From Table 2 and Figure 17, it is 
observed that the true positive and true negative rates of CPSO are 93.3673 and 93.7788, 
respectively. This has highest values compared to PSO, k-medoids, Fuzzy c-means and  
k-means clustering algorithms. At the same time, it is eminent from the Table 3 and 
Figure 18 that the false positive and false negative rates of CPSO are 6.2212 and 6.6327, 
respectively. This has lowest values compared to PSO, k-medoids, Fuzzy c-means and  
k-means clustering algorithms. These results clearly represent that the CPSO algorithm 
has superior characteristics than PSO, K-medoids, Fuzzy c-means and k-means clustering 
algorithms. From Table 4 and Figure 10, it is clear that the dice coefficient of CPSO is 
0.8735 comparatively high about PSO, k-medoids, Fuzzy c-means and k-means 
clustering algorithms. It shows that the manual segmentation result agrees 87.35% with 
segmentation using CPSO. From Table 5 and Figure 20, it is clear that the CPSO 
algorithm has the highest accuracy of 93.5731%. This is greater than the current 
watershed transformation based segmentation method (Shareef, 2014). 
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6 Conclusion 

In this work, the breast cancer is detected using PSO, k-medoids, CPSO, Fuzzy c-means 
and k-means clustering algorithms. This work relies on effective de-noising and 
enhancement for medical ultrasound image. The simple k-means clustering is used in our 
algorithm with manual cluster centre selection to depict that the optimisation algorithm is 
essential in the selection of cluster centres. The performance measures for segmentation 
and statistical parameters are also measured to calculate the accuracy. It is observed that 
the true positive and true negative rates of CPSO are 93.3673 and 93.7788, respectively 
and the false positive and false negative rates of CPSO are 6.2212 and 6.6327, 
respectively. Further, it is clear that the dice coefficient of CPSO is 0.8735 the manual 
segmentation result agrees 87.35%. It is practically proved that the CPSO algorithm with 
the median filter in preprocessing stage yields an optimum result compared to the earlier 
and other methods. 
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