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Abstract: The interest in vehicular communications has increased notably. In this paper, the use of the
address resolution (AR) procedures is studied for vehicular ad hoc networks (VANETS). We analyse
the poor performance of AR transactions in such networks and we present a new proposal called
coherent, automatic address resolution (CAAR). Our approach inhibits the use of AR transactions
and instead increases the usefulness of routing signalling to automatically match the IP and MAC
addresses. Through extensive simulations in realistic VANET scenarios using the Estinet simulator,
we compare our proposal CAAR to classical AR and to another of our proposals that enhances AR
for mobile wireless networks, called AR+. In addition, we present a performance evaluation of the
behaviour of CAAR, AR and AR+ with unicast traffic of a reporting service for VANETSs. Results
show that CAAR outperforms the other two solutions in terms of packet losses and furthermore, it
does not introduce additional overhead.
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1 Introduction

Vehicle communications are the object of rapidly increasing
attention by the research community, largely driven by
interests in road safety. VANETs (Hartenstein et al., 2010)
may be regarded as a special case of mobile ad hoc networks
(MANETS), where nodes are vehicles. Nevertheless, VANETS
face particular challenges compared to MANETS, such as
faster topology changes, smaller link lifetime, or a potentially
higher number of nodes in the network, among others.
In VANETS, both vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communications are possible.

Owing to the very dynamic topology of VANETS, their
routing protocols need continuous broadcasting of signalling
messages which are used to keep track changes in the network
infrastructure. Next, an address resolution (AR) mechanism
is traditionally required to set up a traffic flow when a new
IP communication process starts. We claim that this AR task
can be performed by the network-topology updating process
accomplished by VANET routing protocols. In this way, we
leverage the functionality of the routing signalling and avoid
the AR traffic periodically interchanged among nodes.

We show the undesired effects of AR traffic in vehicular
communications and highlight the advantages and drawbacks
of our proposal in a multi-hop scenario for a unicast traffic
service. We extend the analysis done for MANETS in Carter
et al. (2003) to VANET environments by using two routing
protocols. On the one hand, we tested AODV (Perkins
et al., 2003), a well-known topology-based protocol, since

it is the basis for many recent developments; and on the
other, a proposal for a geographical routing protocol named
GBSR (Tripp Barba et al., 2013), which is an improvement of
GPSR (Karp and Kung, 2000).

The main contributions of this paper are:

e an in-depth study of the AR behaviour in VANETsS, by
showing its negative impact on the overall performance
of such networks

e  aproposal to suppress the common AR process in a
VANET by adding L2 addressing information to the
signalling routing messages.

This approach prevents collisions and facilitates the tasks of
the layers, such as the addition and subtraction of headers.
The rest of the paper is organised as follows. Section 2
summarises the AR procedure and particular its work flow
in a wireless communication. That section also reviews
the routing protocol classification and explains briefly the
operation of AODV (Perkins et al., 2003), GPSR (Karp and
Kung, 2000) and GBSR (Tripp Barba et al., 2013). Next,
Section 3 summarises related work to AR in MANETSs.
Afterwards, Section 4 describes our scenario, and shows how
AR mechanisms can be enhanced to minimise the traffic
necessary to set up a data communication in a multi-hop
scenario. This section ends with an explanation of how the
updating topology process embedded in routing mechanisms
can carry out such AR. Then, Section 5 is entirely devoted
to the evaluation of the different AR schemes according to
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the strategies we proposed. Finally, conclusions are drawn in
Section 6.

2 Background

Our contribution is inspired by the AR work logic carried out
by the address resolution protocol (ARP) (Plummer, 1982) in
IPv4 and neighbour discovery (ND) (Narten et al., 2007) in
[Pv6 networks. Our proposal of an AR scheme is supported
by the operation of the VANET routing protocols.

In general, the literature states that IPv6 is the
most appropriate  technology to support VANET
communications (Mohammad et al., 2011), given the
exhaustion of [Pv4 addresses and the new features offered by
[Pv6. The IPv6’s ND protocol includes an AR mechanism
which is substantially similar to that of ARP (Davies, 2012).
Indeed, ND is more complex owing to the fact that it combines
AR and ICMP router discovery and redirect mechanisms in its
operation, as it is described in the IPv6’s RFC 4861 (Narten
et al., 2007). Since the IPv6’s AR mechanism uses multicast
communication, the traffic generated when requesting this
service is theoretically much lower compared to that of
ARP broadcast traffic. However, its wireless shared medium
prevents VANETSs from taking advantage of such multicast
process since all neighbouring nodes still receive the requests,
even when those are not processed by all the nodes. Hence,
a significant amount of traffic is generated anyway, owing to
the AR process. For the purposes of our analysis, both ARP
and ND AR mechanisms have the same issues in terms of
the amount of traffic they generate in a VANET scenario.
Hence, we will use the parameters of both ARP and ND
protocols when referring to the AR processes, provided that
some simulation tools are still using the IPv4 stack.

In this section, we first present a detailed study
of the AR operation to then propose (Section 4.2) a
modified configuration of this AR mechanism to enhance its
performance for mobile and dynamic topologies. Next, we
summarise a classification for routing protocols in VANET and
briefly describe one of each routing category, the traditional
AODV protocol and GBSR which is an improvement
of GPSR.

2.1 Addpress resolution

The link-layer AR process performed by a neighbouring node
was standardised in ARP (Plummer, 1982) for IPv4 networks
in 1982, and updated in neighbour discovery (Narten et al.,
2007) for IPv6 networks in 2007. The operation of the AR
mechanism is really simple. When a node A needs to send
information (packets) to a node B, the AR daemon looks up in
a translation table whether the B’s hardware address exists. If
A finds B’s hardware address, then AR daemon puts it in the
MAC header of the packets sent to B. If A does not know B’s
hardware address, node A broadcasts (in ARP) or multicast (in
IPv6) a message to request such information. When node B
receives the request, it updates its address translation table

and responds to node A with a reply message containing the
hardware address of B.

Below we describe some AR operation features, which
are identical in ARP an ND, to suggest improvements when
applied to a VANET scenario.

e  When a node uses the address information from the
sender’s ARP message to update an entry in the address
translation table, it is called a Free AR update. This
operation is done with every ARP packet whatever the
destination of the message is. This operation can be
performed with ND with Unsolicited Neigbour
Advertisement. However, free updates are still possible
in VANETs, if vehicles process messages in
promiscuous mode owing to the shared nature of the
wireless channel.

e  When a node adds addressing information obtained
from a received ARP request to its address translation
table, the process is known as ARP learning. ARP
learning is performed in ND with Neighbour
Solicitation Messages, which do the same job as ARP
requests.

e  According to RFC 1122 (Braden, 1989) a node should
keep a queue per destination to store at least one packet
(to locate the last incoming packet) until its hardware
address is resolved. Most of the current ARP
implementations only use this really short buffer.
ND (Narten et al., 2007), also keeps the use of a short
queue. Nevertheless, this buffer size may not be large
enough for MANETSs where collisions occur frequently
and, therefore, the buffer could drop packets because a
request/reply was lost.

e  The recommended maximum ARP request rate is 1
message per second per destination, to prevent ARP
flooding in IPv4 (Braden, 1989). In ND (Narten et al.,
2007), RetransTimer, set the wait time before sending
another neighbour solicitation. In addition, the
maximum number of neigbour Solicitation messages to
a node can be done through MAX_UNICAST_
SOLICITS.

e  Another common implementation issue is that the AR
process can only be completed with the reception of an
AR reply message. In other words, node A will only try
to send those packets stored in its buffer and addressed
to node B when an ARP reply message (from B and
addressed to A) is processed. Nevertheless, a hardware
address might have been resolved by another AR
message, such as an AR message (reply or request)
where node B had participated, that node A could have
heard from its neighbourhood

The aforementioned AR features may provoke some issues
on the VANET operation. In Section 4.2 we analyse
some optimisation procedures and we propose a modified
configuration of AR, which we claim could be more suitable
for VANETS.
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2.2 Routing protocols in VANETs

A widely accepted and general classification of VANET
routing protocols is presented (Lee et al., 2009) where routing
protocols are divided into two big categories:

Topology-based: These routing protocols do packet
forwarding by using the information of the existing links
in the network. The strategy can be divided into proactive
(table-driven) and reactive (on-demand) routing. these two
options can build a routing table.

Geographic (position-based): In these routing mechanism the
nodes take their forwarding decisions based on the position
of a packets destination and the positions of the nodes one-
hop neighbours. Geographic routing assumes that each node
knows its own location, and the sending node is aware of the
receiving node’s location using a global position system (GPS)
unit. Many of these routing protocols store packets while they
do not have a suitable forwarding node, a process which is
called carry-and-forwarding. This specific type of protocols
are appropriate for delay-tolerant networks and applications
(DTN) owing to the inherent delay introduced by the carrying
process.

In this subsection we summarise the main features of
AODV (Perkins et al., 2003) and GBSR (Tripp Barba
et al.,, 2013). AODV is a reference protocol for MANETSs
and has been the foundation for many implementations
of topology-based routing protocols proposed for vehicular
networks (Aswathy and Tripti, 2012) (Naumov et al., 2006).
GBSR (Tripp Barba et al., 2013), however, is a novel proposal
based on GPSR (Karp and Kung, 2000), which improves this
protocol in terms of packet losses. For the sake of clarity in
the results we found, only AODV and GBSR will be used in
Section 5Sto assess the performance of our AR proposal. Both
AODV and GBSR represent the two branches (topological and
geographical) of classification commonly used over routing
protocols for VANETSs. Hence, in this work we aim to cover
both sides of the aforementioned classification.

AODV (Perkins et al., 2003) is a reactive protocol that
uses the Bellman-Ford distance vector algorithm which was
adapted to work in a mobile environment. It determines an
end-to-end route to a destination only when a source node
wants to send a packet. Routes are maintained as long as they
are needed by the source while there is connectivity between
nodes in the path. Sequence numbers ensure the freshness
of routes and guarantee a loop-free routing. An AODV
node maintains a routing table that holds information like:
destination address, next-hop address, hop count, destination
sequence and lifetime. AODV has been evaluated in VANET
scenarios under different circumstances, showing that it can
still be suitable for VANET scenarios, especially in high
density areas (Ferreiro-Lage et al., 2009; Haerri et al., 20006)
and with a low number of active connections (Spaho et al.,
2013). These conditions were considered in the configuration
settings of the evaluation scenario we used in this work, which
consider a unique and fixed destination. It is important to
notice that these characteristics help to build end-to-end paths
and to reduce the amount of signalling messages, which are
some of the details considered in AODV-inspired protocols

like (Aswathy and Tripti, 2012) where a cluster is created and
only the leaders of the cluster can create routes; or in Naumov
et al. (2006), where nodes in promiscuous mode are able
to detect better routes. Moreover, since AODV needs more
signalling traffic than its enhancements. The results obtained
in the AR assessment for AODV can be considered the most
pessimistic case for this branch of protocols.

Greedy buffer stateless routing (GBSR) protocol (Tripp
Barba et al.,, 2013) was designed for delay tolerant
applications. GBSR is an improvement of greedy perimeter
stateless routing (GPSR) (Karp and Kung, 2000), which was
specially designed for VANETs. GPSR uses two different
techniques to forward packets: greedy forwarding, which is
used by default; and perimeter forwarding, which is used in
those regions where greedy forwarding cannot be used. With
greedy forwarding, the neighbour geographically closest to the
packet’s destination (greedy choice) is chosen as the packet’s
next hop. When there is not a closest neighbour to destination,
GPSR uses the right-hand rule to route packets around voids.
The sequence of edges traversed by the right-hand rule is called
perimeter.

GPSR poses two important drawbacks: the first one
reported (Naumov et al., 2006) is the use of outdated
information; the second one is the inefficient perimeter
forwarding scheme (Gerla and Kleinrock, 2011). GBSR was
proposed to tackle both issues by improving GPSR through
a map-aware capability and a buffer-based scheme. GBSR
stores packets in a buffer (carry packets with it) instead
of implementing any perimeter mode when no closest-to-
destination neighbour is found. The GBSR protocol, as GPSR
does, uses distance as the only metric to make forwarding
decisions. Additionally, GBSR sends more information within
its hello messages to get a more accurate position estimation,
thus being more restrictive in selecting neighbours (e.g.,
avoiding nodes with low power reception signal). All these
modifications help GBSR to outperform GPSR in terms of
packet losses at the expense of slightly increasing the average
packet delay.

3 Related work

Issues with the AR operation in ad hoc networks have been
reported in other works. Authors of a study about TCP
performance over MANETs (Holland and Vaidya, 1999)
found that a large amount of packet losses were owing to the
combination of outdated routes, unresolved MAC addresses
for those next forwarding nodes and a very short ARP queue. In
ameasurement study of vehicular internet access (Bychkovsky
etal.,2006) using IEEE 802.11b networks, authors highlighted
that the 1.5 out of 5s necessary to initialise any data
transmission, were owing to ARP procedures. The AR process
has been studied previously in a context of MANETS. In the
performance comparison of routing protocols for multi-hop
wireless ad hoc networks done (Broch et al., 1998), authors
noted a serious layer-integration problem between any on-
demand MANET routing protocol and ARP. The problem
arises when a route for the stored packets is found. If there is a
next-hop destination whose link-layer address is unknown, all
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the queued packets, except the last one sent from the routing
protocol queue to the ARP queue, will be dropped. This is
owing to the short length of the ARP buffer (1 packet). Broch
and colleagues (Broch et al., 1998) solved the problem by
fixing the rate at which packets are passed from the routing
queue to the ARP queue. Also, they realised that the size of
the ARP buffer could be increased to store additional packets.
Moreover, they suggested that the routing protocol could be
aware that the ARP module already has the link-layer address
of the next forwarding node.

Carter et al. (2003) presents the negative effects that result
from the separation of ND and link layer AR. They focused
their attention in the conflict produced in the interaction
between a manycast application and ARP. They observed the
problems arose owing to the dynamic topology in MANETS,
which caused issues in the routing protocols because they
need to use updated neighbour information. The conflict in
manycast occurs when the route replies are propagated back to
the manycast source. Carter and colleagues proposed (Carter
et al., 2003) an approach called automatic address resolution
(AAR) that is based on the maintenance of AR coupled with
the ND process carried out by the routing protocol through
exchange of signalling messages needed to establish routes.
They claimed that any routing protocol could easily perform
automatic AR by recording the link-layer address when a
ND occurs. This is specially suitable for MANETS because
this operation avoids the use of ARP messages. This ensures
that the neighbour’s link-layer address is already known
when a unicast communication with that neighbour is needed.
However, this proposal assumes that the link-layer source
address is automatically accessible by the routing protocol and
that AR does not use additional communication resources. We
claim that this fact is not so evident and easy in real scenarios
as it could seem. In any case, the results (Carter et al., 2003)
show that automatic AR performs better than ARP regardless
the type of routing protocol (reactive or proactive).

Finally, Choi et al. (2008) a communication scheme
is proposed to enable some IPv6 procedures without link-
scope multicast. Since the support of link-scope multicast is
difficult for VANET scenarios, the authors propose packet
delivery mechanisms that take advantage of inherent location
management functions. They support the proposal in the use
of C2C architecture to perform IPv6 operations. The work
comes up with the use of additional C2C and Layer 2 headers
to encapsulate IPv6 packets in order for them to reach an IP
next hop and an Layer 2 neighbour. By using beacon messages
they propose to send the 802.11p MAC address (among other
type of information) of the source node in a communication
process. This is how the ND process is carried out without
depending on multicast.

4 Address resolution proposals

This section presents the major contribution of our work,
namely a process we called coherent, automatic address
resolution (CAAR) for IP multi-hop vehicular ad hoc networks
(VANETS). First of all, we examine in Section 4.1 the vehicular
network scenario we used. Next, in Section 4.2 we review

some straightforward modifications to the AR procedure to
improve its performance. Finally, Section 4.3 specifies the
characteristics of our novel AR approach.

4.1 Application scenario

We focus our analysis on a multi-hop vehicular ad hoc
network (VANET) that performs routing operations at the
network layer. This approach has the advantage of preserving
the original functionality of the different layers in the stack
of protocols. Afterwards we describe the communication
procedure performed in our application scenario.

4.1.1 Communication procedure

For the application scenario that we considered, the following
assumptions were done:

e  Two vehicles that are not in communication range of
each other need a forwarding node able to connect these
two nodes. Different from traditional wired systems, the
packet forwarding operation occurs in VANETSs even
when nodes are in the same network addressing (within
the same ‘IP site’). For ad hoc networks, the concept of
forwarding is more related to the physical distance
between nodes rather than a logical hierarchy of
network addressing.

e A node needs to have a valid non-link local IPv6
address since nodes cannot forward packets using
link-local addresses (Hinden and Deering, 2006). In
particular, for this work we assume that vehicles use a
unique local address. A unique local address (Hinden
and Haberman, 2005) enables packet routing only
within a site, so packets are not expected to be routable
through the internet.

The following steps were performed to enable communication
in the scenario:

e A node obtains the IP configuration parameters from
the IP site it belongs to. A vehicle in a multi-hop
scenario has two ways to do this:

e If vehicles have direct communication to an access
point (AP), the road side units (RSUs) provide
them with IP parameters for self configuration. The
RSUs periodically broadcast the IP configuration
(to one-hop neighbours) in the acknowledgement
frame of the wireless access vehicular environment
(WAVE) service, which is defined in the IEEE
1609.3 standard (IEEE Standard for Wireless
Access in Vehicular Environments (WAVE) —
Networking Services, 2010).

e If a vehicle is located several hops from a RSU, it
is unable to receive a service acknowledgement
frame sent by the RSU. In such case, a vehicle has
to use a multihop modification of the router
discovery (RD) process. The RD Process is one of
the functions of the ND Protocol, and consists of
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two messages: Router Solicitation and the router
advertisement. The latter carries the IP parameters
(network prefix, MTU, etc.) of the vehicle network
configuration.

A modification of multihop RD is presented
(Wakikawa et al., 2006). It proposes the use of
router request and reply messages to encapsulate
the Router Solicitation and Advertisement
messages. The router request is sent to a predefined
multicast gateway address. The gateway will
respond using a unicast Router Advertisement. A
unicast temporal IP address is used by the initiator
to receive the router reply. This initial and
temporal IP address is built from a specific prefix
called MANET_INITIAL_PREFIX.
Alternatively, this initial IP address can be the
valid IP used for the previous associated IP site.

A vehicle auto-configures a unique-valid local IP
address. After a node receives its IP configuration,
generates for itself a unique interface ID (IID) to be
used on the stateless IP address auto configuration
process. The IID is appended to the network prefix to
generate a unique local IP address. This unique ID can
be generated using a random generator as proposed
(Wakikawa et al., 2006). This process has to do
duplicate detection. Another option is using the vehicle
identification number (VIN) (Imadali et al., 2013),
which may avoid the duplicate detection phase.

Other IP configuration mechanisms for MANETS have
been surveyed (Bernardos et al., 2010) and all of them
can be applied to our VANET scenario.

Once a vehicle is configured with a local-unicast IPv6
address, it can establish unihop or multi-hop IP
communications, either V2V or V2I. In any case, both
parts of a communication process will need to perform
link-layer AR to reach the next forwarding hop before
sending data packets.

When a node leaves the influence area of the IP site to
which the vehicle is associated, it will receive new IP
configuration parameters announced by the WAVE
service acknowledgement frame of another RSU in the
new IP site or through multihop procedure. A node
could be aware that it is not in the range of its
associated IP site, when:

e A vehicle receives Hello messages from
neighbours with different IP range.

e Based on its position, a node is able to know
whether it is in the geographical area covered by
its current IP Site. This information can be sent
during the IP configuration process or by other
means such as an IP Site bounds layer in the
preloaded maps of the vehicle.

e Besides, during the change from one IP site to
other, the node could use its neighbours from the
previous IP site still reachable to send information.

Once a node obtains the new IP configuration and
begins to discover neighbours in the new site, it
should erase all the obsolete associations.

These steps show possible ways that enable vehicles to
keep connected with their surrounding peers and other
infrastructure services. In this work, we assume that address
auto-configuration has already been accomplished, and that
all the nodes are in the same IP site using stable and valid
configuration. Below we explain the characteristics of the
traffic we used for the VANET scenario.

4.1.2 Characterisation of the scenario’s traffic

Caloca and Garcia Macias (2010) provide a classification of
vehicular applications and their communication requirements.
These categories are: safety, vehicular traffic efficiency
and infotainment applications. Traffic flow control or
environmental conditions monitoring are some of the aims of
such applications. They might include delivering information
to traffic authority centres about road conditions, air pollution,
noise level, infraction reporting, reckless drivers, etc.

All the efficiency-oriented applications require a
continuous monitoring phase of the streets and city conditions.
Vehicles are the most suitable collectors of this information
so they can be in charge of feeding the monitoring centres.
Our application scenario incorporates data traffic generated
by an efficiency application during the phase of collecting
data only. The characteristics of the traffic are:

e  Vehicles obtain data from their sensors, they process
such data and generate constant-length packets.

o  The packets are sent to the closest RSU. This is a
unicast and unidirectional traffic, since the information
is valid only to the authority. With the purpose of
facilitating the delivery process of data, RSUs can be
configured with an anycast address, which does not
semantically differ from unicast IPv6 addresses, and the
configuration would not change the AR process
regarding the ND protocol (Davies, 2012).

e  This kind of applications does not have important delay
constraints as the safety related ones, so the transport of
its traffic is suitable for delay-tolerant protocols which
deal with variable and high delay, since the data is still
useful.

It is worth mentioning that, when the traffic authority has to
send data related to traffic conditions to vehicles or drivers, this
information will be interesting for the whole group of vehicles
located in a specific area. Consequently, this information could
be transmitted using geocast communication to a multicast
group associated to a geographical area. In any case, in
these kind of transmissions, AR is not necessary because
the translation of multicast IP addresses to the associated
Ethernet MAC address is well defined according to (Hinden
and Deering, 2006) and (Haberman and Thaler, 2002).
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4.2 Improvements to the address resolution procedure
for ad hoc networks (AR+)

In vehicular networks, every node listens to the
communications coming from the nodes within the coverage
area (its neighbours). Also, the AR request messages are
always received by the node regardless the recipient of the
messages, so AR message could be easily processed by all
nodes that anyway receive them to take advantage of their
information. Based on those two facts, we propose AR+,
which includes the following straightforward modifications
of the AR operation to enhance the overall performance of
the AR procedure.

e A node must perform the AR learning operation, as
described in Section 2.1, using all the AR request
packets that it hears, and not only from those packets
addressed to the node. This change is based on the fact
that all the AR packets that a node receives come from
one of its neighbours, which might become next
forwarding nodes for other packets in the near future. If
that is the case, AR transaction might not be necessary
since the nodes have already proactively saved the MAC
addresses of possible next hops. In simple terms, a node
adds or updates an entry of its AR table for any kind of
AR message received, regardless of whether the node
needs that entry for its current routes or not. Figure 1
shows the advantage of this scheme. By applying the
proposed modification, the AR process would not be
necessary since the address would already be resolved.

e A node will maintain an AR queue of the same length
as that of the routing protocol queue. This prevents a
packet in the AR buffer from being dropped when a new
packet comes from the routing queue if the AR process
is not completed yet. That is, we have a packet in the
AR queue waiting for the AR process to be completed.
If the AR queue is shorter than the routing queue,a new
incoming packet from the routing queue may drop that
stored packet. This problem can be avoided by just
making both queues of the same length.

e Since the AR buffer is able to store more than 1 packet
(its length is a design parameter), the AR process could
send as many requests as stored packets in the AR
module, but without exceeding the maximum AR
request rate of 1 message per second per destination. In
this way, a node has more than one chance to request an
AR.

e A node will perform a proactive dequeuing of packets.
Its AR module will not only try to send stored packets
when an AR reply is received. In addition, it will try to
dequeue packets when any AR message is heard. That
is, given two neighbouring nodes (let us say A and B),
node A might receive a request message coming from
node B and going to any node (not necessarily to A)
before the reply message from B arrives to A since, for
example, the reply was lost. In this way, A can learn the
MAC address of B even if there are losses in their own
request-reply procedure.

e A final modification we propose to include in the AR
procedure relies on the coherence of the services among
layers. We claim that the ‘validity ARP entry time’
should be equal to the ‘valid time of a route’ in the case
of topology-based protocols (e.g., AODV) and to the
‘neighbour’s lifetime’ in geographical-based protocols
(e.g., GPSR). The objective is to prevent a new AR
transaction for a neighbour whose entry was previously
deleted from the AR table (because its timer expired)
while that node is still valid for the routing level (its
entry in the routing table is still valid).

Figure 1 Extension of the AR learning operation: (a) traditional
AR procedure and (b) extension of the AR learning
(see online version for colours)
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All the previous changes were implemented in our enhanced
AR process for VANETSs which seeks to improve the vanilla
AR in terms of losses and delay as well as to decrease the
traffic necessary to perform the AR task. The improvements
proposed to the AR resolution process might be interesting
as strategies to enhance its performance without significantly
changing the protocol.

4.3 A coherent, automatic address resolution (CAAR)

As we mentioned in the introduction of this paper, our work
extends the AAR proposed (Carter et al., 2003) for MANETS:.
We called our proposal CAAR Coherent AAR because it
agree much better with tasks assigned to each communication
layer. CAAR is straightforward to be implemented, avoiding
interactions between routing and MAC layers to perform the
AR process. In this section we show the advantages of our
approach by means a detailed description of the process flow
of AAR and CAAR.

4.3.1 Automatic address resolution procedure

Carter et al. (2003) assumed that the source MAC address field
of the MAC header is transparently available for the routing
protocol daemon after receiving routing signalling messages.
However, the implementation of a mechanism to make the
MAC address available to the routing protocol is not a trivial
task. The main reason lies in the extra work that the link
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layer should perform. We propose and show in Figure 2 two
possible paths that a packet may follow when applying the
approach of Carter et al. (2003). In both cases the link layer
obtains the MAC header, reads the source MAC address and
dispatches the frame payload to the IP layer. Figures 4 and
5 give details about the suggested implementations. A first
possible implementation is:

Green path in Figure 2. The link layer pushes the Source MAC
Address to the AR process which starts a timer (step 1, MAC-
PROCESS algorithm in Figure 4) that waits an IP address to
shape a Neighbour entry to be added in the neighbours’ table.
Next, the signalling packet is processed by the routing daemon
(step 2, ROUTING-PROCESS in the algorithm), which extracts
the IP source address and sends it to the AR daemon (step
3). Finally, a proper neighbour entry is added to the AR table
(step 4, AR-PROCESS). If no IP address is provided to the AR
process before the timer expires (step 5), then the MAC address
is discarded, the same as TIMERHANDLER,in the algorithm.
Alternatively, the algorithm in Figure 5, differs from the
previous one in the implementation of a timer, as follows:

Black path in Figure 2: The link layer saves the source MAC
address and initialises a timer (MAC-PROCESS function). The
signalling packet is treated by the routing daemon (step 1)
which extracts the source IP address and sends it to the
AR process (step 2, ROUTING-PROCESS sequence). The AR
daemon (AR-PROCESS function) retrieves the source MAC
address saved by the link layer (step 3) and writes the new
information (an AR-ENTRY) in the neighbour table (step 4).
As in the first process flow, if the timer initialised by the link
layer expires (step 5), the MAC address is discarded by the
TIMERHANDLER procedure.

For both alternatives, if a new packet arrives before the
AR-ENTRY (corresponding to the previous packet) is created,

both MAC addresses are discarded. This process can be seen
in the validation done in AR-PROCESS for the first alternative
(line 13), and in the MAC-PROCESS for the second alternative
(line 2). We would like to point out that there are many options
or extra steps that may be performed over the mechanism to
do the AR, as explained before. Nevertheless, we think that
all these improvements entail too much extra work to the link
and routing layers and, furthermore, they are not necessary to
carry out the AR.

4.3.2 Process flow of CAAR

CAAR is really straightforward. Every node copies its
MAC address, available for instance from its management
information base (MIB), into the signalling routing messages
as a new field of them. This action will slightly increase the
length of those signalling messages in 6 bytes with the purpose
of not augmenting the MAC layer complexity or cross layering
cooperation between MAC and routing layers. The scheme
of our proposal, depicted in Figure 3 and its algorithm (in
Figure 6), works only at the network layer. This is explained
below.

CAAR path in Figure 3: When a routing signalling packet
arrives to a node, it is processed by the routing daemon
(step 1) which extracts the source IP and MAC addresses
(step 2, ROUTING-PROCESS algorithm) from the IP header and
the signalling message, respectively. We do not need to use
timers, since the match is directly done when an IP Packet
encapsulated in arouting message is received. Such IP packets,
as depicted in Figure 7, contain both IP and MAC addresses at
the same communication layer. Next, the pair of IP and MAC
addresses is sent to the AR process (step 3), which adds or
updates an entry to the AR table.

Figure 2 Possible packet flows in the automatic address resolution (see online version for colours)

4

AR Neighbor cache
P MAC
P MAC

Valid time

© . Mac Storage
daemon

MAC | Routing Signaling
Header | packet

Figure 3 Scheme of our CAAR proposal (see online version for colours)
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The AR-PROCESS algorithm in CAAR is extremely simple
compared to the tasks assigned in the AAR alternatives. The
main advantage of our approach is the minimal extra work
introduced in the routing process, whose goal is to attain
a proper addresses tuple (MAC, IP) to be used by the AR
process. Notice that the operation of the link layer remains
invariable. Moreover, the CAAR is automatic because it
matches IP and MAC addresses without using any AR
signalling.

Figure 4 Automatic address resolution algorithm. Alternative 1

MAC-PROCESS(P)

Require: A packet P
Ensure: MAC,,. of P to AR-PROCESS.
1: MACs,. + GETSOURCEMAC(P)

2: AR-PRrROCESS(MACs,. , NULL)

3: return

ROUTING-PROCESS(P)

Require: A packet P

Ensure: 1P, of P to AR-PROCESS.

: IPsre < GETSOURCEIP(P)

if ISROUTINGMESSAGE(IP,,.)= TRUE then
AR-PROCESS(NULL , IP4..P)

return

oW

AR-PROCESS(MAC;,.P , IPs..P)

Require: MAC;,. or IPg..of P
Ensure: AR-ENTRY(MAC,,¢ , IPs) to TableARP.
1: if MAC,,. #2 NULL then

2 if TEMPaac # NULL then
3: KiLL(Timer)
4 KiLL(TIMERHANDLER)
5: DELETE(TEMP pac)
6: DELETE(MAC )
7 return Fail
8 else
9: TEMPyac = MACq,c
10: INIT(Timer)
11: INIT(TIMERHANDLER)
12: if IPs,. # NULL then
13: if TEMPyac = NULL then
14: DELETE(IP )
15: return Fail
16: else
17: TEMP,p = P4,
18: Entry=AR-ENTRY(TEMPyrac , TEMP;p)
19: ADDTABLEARP (Entry)
20: KiLL(Timer)
21: KILL(TIMERHANDLER)

22: return Success
TIMERHANDLER()

Require: active Timer

Ensure: DELETE(TEMP a¢) of AR-PROCESS
: if Timer = 0 then

AR-PROCESS.DELETE(TEMP s a¢)

nothing to do

1
2
3: else
4
5: return Success

Figure 5 Automatic address resolution algorithm. Alternative 2

MAC-PROCESS(P)

Require: A packet P

Ensure: MAC,,. of P to AR-PROCESS.
1: MAC,,. + GETSOURCEMAC(P)
2: if TEMParac # NULL then

3: KiLL(Timer)

4 KILL(TIMERHANDLER)
5 DELETE(TEMP ) ac)
6: DELETE(MAC,.)

7 return Fail

8: else

9 INtT(Timer)
10: INIT(TIMERHANDLER)
11: TMParrac <+ MAC,,.¢

12: return
ROUTING-PROCESS(P)

Require: A packet P

Ensure: IP,,.. of P to AR-PROCESS.

IPsrc + GETSOURCEIP(P)

if ISROUTINGMESSAGE(IP,..)= TRUE then
AR-PROCESS(IPsrcP)

return

AR-PROCESS(IPsrcP)

Require: IP;,c.of P

Ensure: AR-ENTRY(MAC;,. , IPs) to TableARP.

1: if TEMPpyac = NULL then
DELETE(IPsrc)
return Fail

else
TEMP;p = IPsyc
EntI‘yIAR—ENTRY(TEMPMAC R TEMP]P)
ADDTABLEARP (Entry)
KiLL(Timer)

9: KILL(TIMERHANDLER)

10: return Success

TIMERHANDLER()

Require: active Timer

Ensure: DELETE(TEMP s a¢)
. if Timer = 0 then

DELETE(TMPaac)

nothing to do
: return Success

1
2
3: else
4
5

4.4 CAAR implementation in VANET routing
protocols

We have explained the advantages in the implementation
of CAAR at the cost of minimal overhead in the routing
signalling message. Since the AR process is triggered by the
reception of a routing message, the AR procedure is done for
all the neighbours, which are possible next forwarding nodes.
This inhibits the exchange of neighbour solicitation and the
neighbour advertisement messages of AR signalling.
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Figure 6 CAAR algorithms

ROUTING-PROCESS(P)

Require: A packet P

Ensure: MAC,,. and IP,,. of P to AR-PROCESS.

: MAC,,. + GETSOURCEMAC(P)

: IPsre <~ GETSOURCEIP(P)

if ISROUTINGMESSAGE(IP.)= TRUE then
AR-PROCESS(MACs,..P , IPs,.P)

return

AN >

AR_PROCESS(MACST‘CP y IPsrcP)

Require: MAC;,. or IP,,.of P
Ensure: AR-ENTRY(MAC;,¢ , [Ps,.) to TableARP.
1: TEMPpac = MAC;,.

2: TEMP;p = IPgsyc

3: Entry:AR—ENTRY(TEMPMAC s TEMP]}D)

4: return Success

Our proposal is coherent in the implementation with VANET
routing protocols. First, it only adds the MAC address in
a new field and performs AR within the routing messages
used to create or maintain routes, which are common tasks
for all VANET routing protocols. Figure 7 shows the IP
encapsulation for a hello message structure. Notice that
the new MAC field is added at the end of the signalling
message to facilitate its processing by the routing daemon.
This is suggested in case other type of MAC address different
than Ethernet is used. In such cases, the MAC field should
include the type and length sub-fields to distinguish the MAC
protocol. This approach is the same implemented by ND to
deal with different Source/Target Link-layer Address (Narten
et al., 2007). Nevertheless, the use of a different MAC
address format seems unlikely because WAVE architecture
only supports IEEE MAC 802.11p (Morgan, 2010). In this
work we encapsulate only the MAC address into the MAC
field of signalling messages.

Figure 7 An IP packet carrying a VANET routing signalling
message (see online version for colours)
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In topology-based protocols, the MAC field has to be added
in the route request (RREQ) and route reply (RREP) during
the route discovery process and in the HELLO messages part
of the maintenance process. Figure 8 depicts the operation
of CAAR during the creation of a route. Notice that while
the MAC address is obtained from the signalling message,
the source IP address is read from the IP header, since this
IP address corresponds to the previous hop. The destination
and originator’s IP addresses from the signalling message are

IP Header

Hop, Destination [
»

part of the end-to-end path (e.g., node A and C) and do not
change during the path construction. Obtaining information
from different parts of the IP packet (header and payload) is a
task already implemented by routing protocol and it is done to
create the backward path. Therefore, this does not really entail
extra work. An intermediate node in the path (node B in the
example) forwards a routing message containing its MAC and
IP address in the IP header. These read/write operations on the
signalling message should not be considered as an additional
task owing to the fact that a forwarding node must anyway have
to update information, like number of hops, in the signaling
message. HELLO messages, for example, are one-hop keep-
alive messages that only inform about the presence of a node.
Thus, the work of CAAR in this situation is receiving a RREP
message an not forwarding it. CAAR is not implemented
through Error notification messages, which inform about
invalid routes that are not going to be used any more. This
might represent important savings in bandwidth, taking into
account that VANETSs have a very dynamic topology where
routes get broken frequently.

Since the messages we use to implement CAAR are needed
for every topological protocol (no matter which routing criteria
is implemented) in the building process route, such messages
can be leveraged to transport additional information by adding
fields to them. More important CAAR is independent that
the routing criteria used by node to create the path since the
MAC is carried in all the signalling packets relevant to these
tasks.

Geographical-based protocols are usually associated with
a greedy approach because they make the forwarding decision
at the arrival of each packet, based on local information only.
This means that this category of routing protocols only need
information coming from nodes at a distance of one hop.
Therefore, most of the routing protocols implement only Hello
signalling messages with a number of fields depending on the
information that the protocol uses to forward packets. Since
Hello messages can be considered as one-hop route replies, its
destination field (see Figure 7) contains the IP address of the
originating node, which is also the source IP address in the IP
header. Thus, the AR process can be performed without using
any information from the IP header.

Finally, CAAR is coherent in the management of
expiration timers. We make the lifetime of ND cache entries
equal to the route lifetime in topology-based protocols (like
AODV) or equal to the neighbour lifetime in position-based
protocols (like GBSR). It means that when the route or
neighbour entry is created, the ND entry is also created with
the same timer, and both timers are updated by the reception of
a HELLO message. This simple action prevents unnecessary
ND transactions since an ND timer with a timeout shorter than
the route/neighbour timer’s causes a ND entry to be deleted
(its timer expires) even when the corresponding node is still a
valid next forwarding node (its timer is still alive). But then, a
ND timer with timeouts longer than the route/neighbour timer
entails an unnecessary larger ND cache with entries useless
for the routing daemon.
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Figure 8 An IP packet carrying a VANET routing signalling message (see online version for colours)
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5 Experimental results

5.1 Simulation scenario

We analysed the performance of our proposed CAAR, which
includes the MAC address in the routing signalling messages.
We compared CAAR to the traditional AR named TAR
(using the default operation) and AR+ (our improvement
that modifies some parts of the traditional AR). We used
AODV (Perkins et al., 2003) and GBSR (Tripp Barba et al.,
2013) to evaluate the behaviour of our proposal. To do this
we carried out several simulations using the Estinet Network
Simulator and Emulator (Estinet-Technologies, 2014). Estinet
is a simulator that includes the standard IEEE 802.11p and a
simple and accurate way to design VANET realistic scenarios.

We used a real scenario of 1.5km? taken from the
Eixample district of Barcelona (see Figure 9) to model an
urban scenario formed by streets and crossroads. Seeking to
simulate a realistic scenario, the mobility model was obtained
with CityMob for Roadmaps (C4R) (Fogue et al., 2012), a
mobility generator that uses the SUMO engine (Krajzewicz
et al., 2012). C4R is able to import maps directly from the
OpenStreetMap (Open Street Maps, 2014) and to generate NS-
2 compatible traces, which we transformed to Estinet traces
using our own translator software. Furthermore, the scenarios
have buildings information (orange lines in Figure 9) extracted
from the OpenStreetMap and imported to Estinet using the
SUMO tools and our own code to generate Estinet-Buildings.
The buildings’ walls attenuate the signal of vehicles during
the simulation process.

We considered three amounts of vehicles: 60, 100 and 140
vehicles, which correspond to a density of 40, 67, and 93
vehicles per km?, respectively. The movements of the vehicles
are randomly defined in each repetition by the movement
generator C4R to compute confidence intervals. There was one
fixed destination, the AP(henceforth called AP), see Figure 9,
that receives vehicles’ traffic information. We used a single
AP in the scenario because in this way we obtained a long
range of route lengths, which depends on the position of
the source vehicles into the scenario. All nodes sent 1000-
bytes packets every T seconds to the unique destination
during 300s. T follows a uniform distribution from 2 s to
6 s. Simulations were carried out using the IEEE 802.11p
standard on physical and MAC layers. We used only the Best
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Effort (BE) access category in the MAC layer. We used an
empirical model of radio shadowing (Sommer et al., 2011) in
IEEE 802.11p networks as path loss model. Also, as fading
model we used Rician when vehicles are in line of sight
(LOS) and Rayleigh when vehicles are not in LOS (Rappaport,
2001). We set a receiving sensing of -82 dbm according to
the receiver performance requirement for 6 Mbps specified
in the IEEE 802.11 standard (IEEE Standard for Information
technology—Telecommunications and Information Exchange
between Systems Local and Metropolitan Area Networks—
Specific Requirements Part 11: Wireless LAN Medium Access
Control (MAC) and Physical Layer (PHY) Specifications,
2012), which corresponds to a sensing range around 400 m in
LOS. All the figures are presented with confidence intervals
(CI) of 95% obtained from 10 simulations per point
using independent mobility seeds per simulation. Table 1
summarises the main simulation settings. Regarding AR
parameters, Table 2 shows the values set in the simulations
for the 3 AR schemes. The parameters used are the discussed
on Section 2.1 and others match the timers of the routing
protocols.

Figure 9 Simulation scenario. Eixample district of Barcelona with
an access point (AP). Building from OpenStreetMap are
included (see online version for colours)
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5.2 Simulation results

In this section we present some representative simulation
results of the general behaviour of the two evaluated routing
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protocols (i.e., AODV and GBSR) with the three AR
schemes (i.e., TAR, AR+ and CAAR).

We have measured five results: percentage of packet losses,
delay, average number of hops, average number of neighbours
and incurred AR signalling. For a deep statistical analysis
of the results, we have performed the Jonckheere-Terpstra
test (Sheskin, 2000) (called J-T test henceforth) to check if the
three AR schemes show the same behaviour (known as null
hypothesis) or if the results indicate a certain tendency (known
as alternative hypothesis) inrelation to a given ordering among
the AR schemes. The order used in this work to arrange the
AR schemes and carry out the J-T test was TAR, AR+ and
CAAR.

Table 1 Simulation settings

Parameter Value

Number of nodes 60, 100 and 140 vehicles

Map zone and Area Eixample district of Barcelona,

1.5 x 1 km

Empirical IEEE 802.11p

radio shadowing (Sommer et al., 2011)

Path loss model

Fading model Rician (LOS) and
Rayleigh (not in LOS)
Power transmission 23 dbm

-82 dbm ( ~ 400 m in LOS)
SUMO (Krajzewicz et al., 2012) /
C4R (Fogue et al., 2012)

Receiving sensing
Mobility generator

Mobility model Krauss (Krauss et al., 1997)
Max speed 60 km/h

MAC specification IEEE 802.11p

QoS access category BE (Best Effort)
Bandwidth 6 Mbps

Simulation time 300 s

Maximum packet size 1000 bytes

Traffic profile Uniform distributed

from 1.3 to 4 Kbps

AODV (Perkins et al., 2003),
GBSR (Tripp Barba et al., 2013)
GPS precision 10 m

Routing protocol

Table 2 Parameter settings of address resolution

AR schemes

Parameter TAR AR+ CAAR
AR buffer 1 30 1
(pkts x dst) = routing buffer

AR request 1 1 -
rate (pkts/s)

Max AR-Req 3 = AR queued pkts -
Lifetime 3 6 (AODV route lifetime)
AR entry (s) 2 (GBSR neighbour lifetime)
Table checker 0.300

timer (s) 1 Same as routing checker
Update entry AR pkts AR pkts routing
Process to node to anyone pkts

In the cases in which the J-T test stated that the results
among the AR schemes were statistically the same (and
therefore the test could not reject the Null Hypothesis), we
carried out the Kruskal-Wallis test (Sheskin, 2000) (called

K-W test henceforth) to assess whether the three results
followed the same distribution (null hypothesis), or if there
was any difference in the results among TAR, AR+ and CAAR
(alternative hypothesis) regardless that the difference among
those results did not follow a clear tendency in the J-T test.
These tests are summarised in Table 3 for AODV and in Table 4
for GBSR. In the results of J-T tests we included the value
of the standardised test statistic (STS), which can be seen
as a measure of the correlation existing between the results
assessed and the AR scheme implemented. The sign of STS
indicates if the result increases (positive sign) or decreases
(negative sign) when we change the AR scheme following
the evaluating order established between schemas (i.e., TAR,
AR+ and CAAR). The magnitude of the STS gives a notion
of how much strong is the result’s change among the AR
schemes. Additionally, we included for all the cases where
there is a difference among the results of the AR schemes
(i.e., the null hypothesis is rejected), a pairwise comparison
between the AR schemes to visualise the tendency in the J-T
test or the differences in the K-W test. These pairwise results
are presented in Table 5. All the statistical analysis of the
simulation results were done with the software SPSS (IBM,
2014).

From the packet losses point of view, drawn in
Figure 10(a), in the case of GBSR (last three columns of
each group of columns) we can notice that losses decrease
as we included improvements in the AR operation, i.e.
AR+ improves TAR, whereas CAAR further improves AR+.
Losses-AR dependability decreases with the number of nodes
(see how the STS negative value of the first row in Table 4
increases in magnitude as N increases). CAAR performs
always significantly better than TAR in terms of losses even
in the low density scenario (see Figure 10(a)). This behaviour
is owing to the hop-to-hop forwarding done in GBSR for
each packet that requires AR procedures in each hop. At the
moment of taking the forwarding decision, the use of a buffer
with AR+ and the no necessity of any AR transaction with
CAAR alleviates both the packet discarding using AR+ and
the collisions using CAAR.

For AODV (first three columns of each group in
Figure 10(a)), none of the proposed AR schemes improves
TAR when the density of vehicles is not low. We can see in
the first row of Table 3 for N=100 and 140 vehicles that the
test decision is Retain the null hypothesis, which means that
there is not statistical significant variation among the three
AR schemes. The reason lies on how AODV works. While a
route is being created and an AR transaction (REQ/REP) of an
AODV-RREP message fails, that route construction process
ends. Nevertheless, another path could easily be established if
there were enough vehicles. During the route reconstruction
process, packets are stored in the AODV buffer, not in the
AR one; therefore, the short buffer of vanilla AR is not a
concern in this situation. A low density of vehicles hinders
the end-to-end route construction, and if the AR transaction
fails in that case, a different path can not be set quickly. This
provokes a lot of packet losses. AR+ deals better than TAR in
this circumstance (as it can be seen in Figure 10(a) for N=60
nodes) thanks to the Free AR learning and coherent timers
features (explained in Section 4.2) rather than to the larger
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buffer implementation. The CAAR scheme does not present
significant differences compared to AR+ since AR+ does not
require many AR transactions in this low density scenario.

In the case of delay, see Figure 10(b), GBSR (last three
columns) increases the delay as the AR operation changes
from TAR to CAAR, i.e., AR+ produces delays higher than
AR and CAAR shows delays higher than AR+. See the STS
values in the second row of Table 4 in which the positive
STS values indicate an increasing tendency in the delay as
the AR scheme changes. This is because the improvement
in packet losses produces that packets from farther positions
can reach destination. This occurs with AR+ and CAAR (see
Figure 10(a)), so the average delay in those schemes increases
(packets coming from farther sources take longer to reach
destination). The difference of delay between AR+ and CAAR
is only statistically significant for the high density scenario.
This can be seen in the 11th row of Table 5, for the delay with
GBSR and N=140 nodes. For CAAR-AR+ on N = 140, the
adjusted significance value below 0.05 means that the delays
with both AR schemes behave statistically differently; while
for CAAR-AR+ for N = 60 (fifth row) and N = 100 (eight
row), the adjusted significance is above 0.05, meaning that
they behave similarly. The reason is that CAAR maintains the
collisions low while AR+ cannot avoid them owing to the high
number of nodes. The delay with GBSR increases very much
for long distances (which are much possible using AR+ or
CAAR than using TAR) because it performs an conservative
next hop selection, storing packets in a buffer instead of
dropping them when there is no proper forwarding node. This
feature improves packet losses in GBSR (see Figure 10(a))
but increases its average end-to-end delay (see Figure 10(b)).
On the other side, AODV (first three columns) shows no
significant difference in the delay among the three AR schemes
even for the low density scenario (/N = 60 vehicles). This is
because AR mainly works during path constructions and once
the path is established the transmission of packets is fast, hence
the delay is not much affected by using TAR because AR+ and
CAAR only help to a faster path creation.

Regarding the number of hops, depicted in Figure 10(c), in
the case of GBSR (three last columns of each group) they are
completely related with the delay and the packet losses. With
AR+ and CAAR destination nodes can receive packets from
farther sources, generating longer paths with higher number of
hops. Looking at Table 5, we can see a significant difference
in the average number of hops between AR+ and CAAR when
there is also a significant difference in the delay. For instance,
the aforementioned significant difference between CAAR-
AR+ in delay for N=140 is also present in the behaviour of
hops, as it can be seen in rows 11th and 12th of Table 5 with
an adjusted significance below 0.05. In opposition, for lower
densities there is no significant difference as the reader can see
in Table 5 in rows 5th and 6th for N = 60 (AS > 0.05) and in
rows 8th and 9th for N = 100. No substantial change in the
average number of hops can be seen for AODV as a function
of the AR scheme (see the three first columns of Figure 10(c)).
The reason is that the number of hops is directly related with
the delay, which is also rather constant (see Figure 10(b)).
Notice that the results of the average number of hops also
allows us to realise about a well-known behaviour of AODV

specially in high density areas that is the presence of longer
paths compared to a geographical protocol (e.g., GBSR), for
the same level of losses (compare AODV-AR+ to GBSR-AR+
for N = 140 in Figures 10(a) and (c)).

We decided to include Figure 10(d) that depicts the average
number of neighbours obtained from the neighbours’ table
used by each protocol, because it shows two important things.
The first one is that GBSR is more restricted than AODV in
selecting neighbours and therefore GBSR has less candidates
for choosing next forwarding nodes. And secondly, it allows us
to understand why AODV with TAR (first column) performs
so poorly in the path establishment in the low density scenario
(N = 60). The reason is that only nodes with active routes
send hello messages in AODV and in the low density area most
of the nodes do not have as much active routes with AODV-
TAR than with AODV-AR+ or AODV-CAAR. Consequently,
the number of registered neighbours in AODV-TAR will
be lower than using either AODV-AR+ or AODV-CAAR
schemes.

We also included an analysis of the AR signalling in
our evaluation. The incurred AR signalling was calculated in
the case of CAAR as the extra bytes added to the routing
messages (e.g., RREP, RREP and HELLO) to carry the MAC
address. On the other hand, the TAR and AR+ signalling were
computed using the total number of REQ/REP messages of
AR transactions. Figure 11 presents the results with the three
densities evaluated. For GBSR (three last columns) there is no
significant difference among the signalling traffic introduced
by the three AR resolution schemes (see the significance values
in the last row of Table 4, which are above the significance
level 0.05 meaning that the three results follow the same
distribution).

Based on these results analysed so far, we can conclude that
GBSR-CAAR improves the packet-losses performance thanks
to a coherent and straightforward mechanism to perform the
AR process without introducing extra signalling overhead.
On the other side, the reactive protocol AODV maintains
the same level of overhead for low-density and medium-
density scenarios, although its AR signalling tends to decrease
with AR+ and CAAR schemes in the 140-nodes simulations
(see STS =-2.053 in the last row of Table 3 for N = 140,
meaning that the tendency in AR signalling decreases as the
AR scheme changes). Therefore, at the sight of these results
AODV with either AR+ or CAAR improves the performance
of traditional AODV-TAR for low density scenarios without
adding any signalling, while decreases the overhead in high
density scenarios maintaining the level of packet losses. To
conclude, we summarise the major results drawn from our
experimental evaluation:

e  First, our simulations show that the performance
evaluation results of the two routing protocols under
study, AODV and GBSR, have a statistically significant
dependence with the AR scheme implemented.

e  Secondly, the results show that our proposal
GBSR-CAAR under a unicast traffic always behaves
better than the traditional AR or than our improvement
AR+ in terms of packet losses. As consequence, the
average number of hops and the average delay increases



176 L. Urquiza-Aguiar et al.

Table 3 Hypothesis Test Summary of AODV for unicast traffic

N=60 N=100 N=140
Parameter Test Decision Decision Decision
hypothesis 60/100/140 STS  Significance p > 0.05 STS  Significance p > 0.05  STS  Significance p > 0.05
Losses K-W/K-W/K-W 0.029 Reject 0.72 Retain 0.301 Retain
Delay K-W/K-W/K-W 0.536 Retain 0.51 Retain 0.191 Retain
Hops K-W/K-W/K-W 0.191 Retain 0.1 Retain 0.876 Retain
Neighbours J-T/K-W/K-W 275 0.006 Reject 0.41 Retain 0.829 Retain
AR signaling  K-W/K-W/J-T 0.847 Retain 0.16 Retain -2.05 0.04 Reject

J-T = Jonckheere-Terpstra tend test. K-W = Kruskal-Wallis test. STS = Standardised Test Statistic. We performed J-T test for all the performance
metrics. When the J-T test retains the null hypothesis, we performed K-W to look for any difference. Null hypothesis: The distribution of the
parameter’s result is the same across ARP, ARP+ and CAAR. J-T Alternative hypothesis: The distribution of the result follows an order across
ARP, ARP+ and CAAR. K-W Alternative hypothesis: There is at least one scheme for which its distribution is different from the other schemes.
In all the tests, we rejected the null hypothesis when the significance value is lower than the significance level of 0.05.

Table 4 Hypothesis test summary of GBSR for unicast traffic

N =60 N=100 N=140
Parameter Test Decision Decision Decision
hypothesis 60/100/140 STS  Significance p > 0.05  STS  Significance p > 0.05  STS  Significance p > 0.05
Losses J-T/J-T/-T -3.15 0.002 Reject -3.23 0 Reject -4.53 0 Reject
Delay J-T/J-TA-T 4.11 0 Reject 4.53 0 Reject 4.72 0 Reject
Hops J-T/J-T/J-T 4.37 0 Reject 4.87 0 Reject 4.64 0 Reject
Neighbours K-W/K-W/K-W 0.726 Retain 0.95 Retain 0.671 Retain

J-T = Jonckheere-Terpstra tend test. K-W = Kruskal-Wallis test. STS = Standardised Test Statistic. We performed J-T test for all the performance
metrics. When the J-T test retains the null hypothesis, we performed K-W to look for any difference. Null hypothesis: The distribution of the
parameter’s result is the same across ARP, ARP+ and CAAR. J-T Alternative hypothesis: The distribution of the result follows an order across
ARP, ARP+ and CAAR. K-W Alternative hypothesis: There is at least one scheme for which its distribution is different from the other schemes.
In all the tests, we rejected the null hypothesis when the significance value is lower than the significance level of 0.05.

Table § Pairwise comparison of performance metrics for common unicast traffic (see online version for colours)

Adjusted Significance (AS)

# row # Nodes Protocol Parameter CAAR-AR CAAR-AR+ ARP-AR+
1 60 AODV Losses 0.202 1 0.029
2 60 AODV Neighbours 0.006 1 0.006
3 140 AODV AR Signaling 0.144 1 0.029
4 60 GBSR Losses 0.01 0.088 0.144
5 60 GBSR Delay 0 0.818 0

6 60 GBSR Hops 0 0.226 0.001
7 100 GBSR Losses 0.004 0.006 0.895
8 100 GBSR Delay 0 0.226 0

9 100 GBSR Hops 0 0.051 0
10 140 GBSR Losses 0 0.01 0.019
11 140 GBSR Delay 0 0.004 0.012
12 140 GBSR Hops 0 0.001 0.074

The comparisons were performed using the Mann-Whitney test. Null hypothesis: The results of the two AR schemes come from the same
distribution. Alternative hypothesis: The distributions of results of the two AR schemes are different. In all the tests, we rejected the null
hypothesis when the adjusted significance value is lower than the significance level of 0.05..

because packets from longer paths reach the e  Finally, our statistical analysis shows that CAAR in any
destination. On the other hand, AODV-CAAR case introduces more overhead, keeping it on the same
outperforms in terms of packet losses to the other AR level as classical AR over GBSR and even lower over
schemes in low density cases, and maintains the same AODV in high density areas.

results as AODV-TAR in denser scenarios.
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Figure 10 Evaluation of AODV and GBSR for unicast traffic
using the three address resolution schemes (CI 95%):
(a) percentage of packet losses; (b) average end-to-end
delay; (c) average number of hops and (d) average
number of neighbours (see online version for colours)
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6 Conclusions

The main contribution of our work is a new scheme to carry out
the AR process in Ad Hoc networks, which we called coherent,

automatic Address resolution (CAAR), which improves the
traditional AR in vehicular scenarios.

Figure 11 Signalling traffic incurred only by the AR process in the
unicast traffic scenario using the three Address
Resolution schemes (CI 95%). AR signalling in
traditional AR and AR+ involves all AR REQ/REP
messages. AR signalling in CAAR only consists of 6
bytes added to each routing message (RREQ, RREP
and HELLO in AODV and HELLO in GBSR) to carry
the MAC address: (a) scenario with N = 60 nodes;
(b) scenario with N = 100 nodesand (c) scenario with
N = 140 nodes (see online version for colours)
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We evaluated the behaviour of CAAR and compared it to
traditional AR and to our improved AR, called AR+, in a
realistic VANET scenario for three different vehicle densities.
We obtained results in terms of packet losses, average end-to-
end packet delay, average number of hops and average number
of neighbours, to compare the behaviour of each AR scheme.
Moreover, the differences and behaviours reported in this work
are sustained on non-parametric statistical tests.

We noticed that CAAR, when implemented over
geographical protocols like GBSR, has an improved
performance in terms of packet losses compared to the other
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schemes we evaluated. However, when implemented over
classical topological protocols like AODV, CAAR only shows
significant improvements in low-density scenarios, where path
establishment is more difficult and where an AR transaction
failure may end up being costly because of the limited number
of alternatives to build a path. When implementing GBSR,
CAAR obtains the highest values of delay (around 1.8s
instead of 0.8 s for other schemes). The reason is related to
the lower packet losses (around 20% fewer losses), which is
owing to the absence of AR signalling avoiding collisions,
which increases the number of packets using longer paths to
arrive at the destination. However, packets coming through
long distances could be stored in the routing buffer longer
than packets coming through short distances until suitable
forwarding nodes are found. Packets coming from far away
are, consequently, suffering high delay.

In the case of AODV, the delay does not significantly
change among the AR schemes since the AR process occurs
mainly during the establishment of the paths. The number of
hops is tightly related to the routing protocol behaviour, as
shown in the results.

Furthermore, we included a study of the signalling traffic
when using the three AR schemes evaluated, in terms of AR
transactions, HELLO, RREP and REQ messages. We can
conclude that our proposal CAAR improves the packet losses
performance without introducing any extra overhead when
used over GBSR. CAAR, however, needs less or at most
the same amount of signalling traffic as traditional AR in all
the vehicle densities we tested, when it is implemented over
GBSR.

Future work may be oriented to do a comparative study
of the address auto-configuration mechanisms for MANETS
surveyed (Bernardos et al., 2010) by using a network
simulator. Such study would include an analysis of parameters
like average time to obtain a valid configuration, number of
auto-configuration attempts, signalling traffic introduced by
the mechanism, among others. Also, we are interested in the
impact of the IP configuration changes in the performance of
routing protocols.
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