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Abstract: Investors frequently rely on forecasts published by professional 
analysts. During the financial crisis uncertainty has substantially risen. Not 
surprisingly experts’ predictions should be more than welcome for decision 
makers. After modelling the long-term relationship between the three month 
EURIBOR and the Consensus Economic forecast by using co-integration 
analysis this paper tests for changes in the accuracy of forecasts for the three 
month EURIBOR. We use traditional evaluation methods like sign accuracy 
tests, turning point analysis and the root mean square error (RMSE). We find 
evidence for a crisis related structural break. Checking for quality changes it 
can be stated that the forecasters’ accuracy after the first months of the crisis is 
not much better in general. Furthermore, neither before nor after the structural 
break the analysts’ forecasts did outperform a random prediction. But it can at 
least be stated that there is a significant improvement in the turning point 
prediction. 
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1 Introduction 

For decades financial market participants (e.g., asset managers or treasurers) focus on the 
monetary policy makers and the impact of their decisions on the yield curve. Decision 
makers in the financial industry have regularly to rely on their own forecasts or on 
predictions published by other financial market professionals. Especially short term 
interest rates like the three month EURIBOR are said to be directly affected by the 
ECB’s benchmark rate and the changes thereof. Because of that forecasts for the three 
months EURIBOR should be directly influenced by the expected interest rate moves of 
the ECB.  

In times of financial crisis and rising uncertainty accurate forecasts are needed the 
most. This raises the question whether the quality of interest rate forecasts in times of 
financial crisis is sufficient. During the subprime crisis followed by financial turmoil and 
the European sovereign debt crisis central banks had to find quick answers. With respect 
to the performance of interest rate forecasts for the three month EURIBOR one might 
argue that this has to be a reason for a deteriorating performance of the forecasters’ 
predictions. But that has not necessarily to be true. With the central banks – not only in 
Europe – becoming a paramedic for the global economic activity the lowering of the 
ECB’s benchmark rate might have been broadly expected by analysts with the outbreak 
of the financial crisis in 2008. In the remainder of this paper we will focus on that aspect 
using traditional forecasts evaluation methods like sign accuracy tests, turning point 
analysis and the root mean square error to test for changes in the quality of interest rate 
forecasts. Within our assessment we put a special emphasis on the accuracy of turning 
points of the three month EURIBOR. Additionally we test for Topically Orientated Trend 
Adjustment (TOTA) and perform the commonly used Diebold Mariano test. The paper is 
organised as follows. In Section 2 we give a short overview of the relevant literature. In 
Section 3 the empirical data as well as the methods and tests applied will be outlined. The 
empirical results are presented and discussed in Section 4. Finally in section 5 we 
conclude the paper. 

2 Literature review 

There already exists a long history of both empirical and theoretical research articles 
dealing with the concept of forecast evaluation and the quality of professional analysts’ 
predictions. As a matter of fact there already exist a lot of comprehensive overview 
articles summing up the relevant literature and methods. In this context we would like to 
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mention the works of Mahmoud (1984), Mincer and Zarnowitz (1969), De Gooijer and 
Hyndman (2006) and Hyndman and Koehler (2006). More recently Schwarzbach et al. 
(2014) discussed the relevance of professional financial market forecasts for investment 
decisions of asset managers in the life insurance industry. 

The literature dealing with the assessment of the quality of survey forecasts for 
interest rates does also reach back for more than three decades (see for e.g., Friedman, 
1980; Belongia 1987; Hafer and Hein, 1989). More recently and with a special focus on 
the evaluation of survey forecasts for long-term and short-term interest rates for various 
countries the work of Spiwoks et al. (2008, 2009, 2010) is very relevant for the focus of 
our paper. In their studies the authors focus inter alia on the aspects of topically 
orientated trend adjustments by individual forecasters. Dealing with the relevance of 
interest rate forecasts – both individual and survey mean forecasts – for practitioners like 
asset managers in German the life insurance industry the work of Schwarzbach et al. 
(2012) also delivers a good indication for the relevance of this topic. Additionally 
Baghestani (2006) focused on the accuracy of multi period forecasts for ten years. 
Treasury bond rates from the Survey of Professional Forcasters (SPF). The test results 
indicate that the forecasts are not rational but in light of the sign accuracy test results 
predict the direction of change correctly. Additionally Greer (2003) tested the directional 
accuracy of long-term interest rate forecasts issued by The Wall Street Journal’s panel of 
economic forecasters and concluded that the forecasts in general are less accurate. 

Although not in the focus of this paper we would like to mention some highly 
relevant articles dealing with exchange rate forecasts and aspects of financial crisis, 
respectively, market intervention. The accuracy of exchange rate forecasts has been 
discussed in different articles. Ruelke et al. (2010) examined the expectations on the 
yen/dollar exchange rate from the Wall Street Journal forecast poll. They found 
heterogeneity of the forecasts and showed the evidence of a systematic component in the 
forecast error. Brissimis and Chionis (2004) explored the effects of market intervention 
by the ECB and the Bank of Japan and found evidence for the effectiveness for these 
actions. Chow and Kim (2006) stated that exchange rate flexibility stabilised the interest 
rates in the Asian crisis only in the short-run. Devereux et al. (2012) have been 
questioning the association of relative consumption growth and real exchange-rate 
depreciations and found no such association, regardless of exchange rate regimes in 28 
countries between 1990 and 2010. Hong et al. (2007) suggested to use more sophisticated 
time series models with higher order conditional moments, such as Markov regime-
switching models, produce better forecasts than random walk based models in case of 
Euro-Dollar and Yen/Dollar forecasts. Neely (2009) argued that the statistical metrics 
cannot measure implied volatility in foreign exchange rates futures appropriately.  

Since the outbreak of the subprime crisis the global financial crisis researchers put a 
lot of effort in the analysis of the crisis events themselves and the circumstances which 
have led to the financial turmoil (see for e.g., Basse et al., 2013; Gruppe and Lange, 
2013). There are a number of papers which have been analysing the crisis effect on 
government bond yields (see for e.g., Gómez-Puig and Sosvilla-Rivero, 2013; Gómez-
Puig and Sosvilla-Rivero, 2014). Additionally, Moro (2013) did provide an outstanding 
survey article dealing with that topic. Moreover, Basse et al. (2014) recently have 
discussed the relevance of managing the interest rate exposure of German life insurers 
using a stress test approach.  
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As the uncertainties of forecasters might rise especially during times of financial 
crisis also the dispersion of forecasts of individual analysts increases. To find evidence 
for crisis related dispersion in long-term survey forecasts for the three month EURIBOR 
Kunze et al. (2013) developed a simple regression model to investigate the relationship 
of the dispersion within the survey forecast and relevant economic variables. The work of 
Kunze and Gruppe (2014) is also of high relevance. The authors tested for changes of the 
quality of professional forecasters due to structural breaks using the Theil’s U-statistic 
(see Theil, 1955; Theil et al., 1966). 

3 Data and methodology 

We want to test for the changes in the accuracy of the three months survey forecast 
provided by Consensus Economics Inc. for the three months EURIBOR. As a matter of 
fact the actual forecast horizon is four months. This is the case because the forecasters 
have to provide their predictions at the beginning of the months (e.g., a prediction for the 
three month EURIBOR at the end of March 2013 had to be provided already in 
December 2012). The evaluated sample ranges from December 1998 to March 2013 and 
because of that covers both the subprime crisis in 2007/08 and the following financial 
turmoil resulting in the European sovereign debt crisis (e.g., Aizenman, 2013; Basse  
et al., 2013). As a matter of fact the data in the first part of the series implies that there 
should be no structural breaks due to the common European currency area starting 1999. 
We focus on the relationship of the survey forecast as well as the actual three month 
EURIBOR rates at the end of each reporting month. The relevant forecast errors are 
shown in Figure 1. 

Figure 1 Forecast errors (three month EURIBOR and survey forecast; in %-points) 
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With respect to the assessment of forecast accuracy the actual and forecasted time series 
have to be of the same order of integration. Otherwise the survey forecast would not 
fulfil one of the most elementary necessary conditions to be an adequate prediction for 
the three month EURIBOR. As for example Schwarzbach et al. (2012) have shown this is 
for example the case for the Consensus Economics Inc. survey forecasts for ten years 
German government bond yields with a 13 months horizon. Because of that we start our 
investigation by testing whether the two time series discussed above are integrated by the 
same order. We apply the ADF-test (see Dickey and Fuller, 1979) as well as the PP-Test 
(see Phillips and Perron, 1988) as rather traditional methods and the more current 
procedure proposed by Ng and Perron (2001). All three testing procedures indicate that 
the two time series considered are non-stationary and integrated by the order one (i.e. the 
first differences of the three month EURIBOR as well as the Survey Forecast are 
stationary (i.e. I(0)). Table 1 presents the results of the ADF-Test for the three month 
EURIBOR. Table 2 shows the results of the PP-test for the three month EURIBOR 
whereas Table 3 displays the corresponding results for the Ng-Perron-Test. Tables 4–6 
show the respective test results for the Survey Forecast. 

Table 1 ADF-tests three month EURIBOR and first differences 

Null hypothesis: three month EURIBOR has a unit root 

Exogenous: Constant 

Lag Length: 1 (Automatic – based on SIC, maxlag = 13) 

    t-statistic Prob.* 

Augmented Dickey-Fuller test statistic: –1.213900 0.6681 

Null hypothesis: D (three month EURIBOR) has a unit root 

Exogenous: Constant 

Lag Length: 0 (Automatic– based on SIC, maxlag = 13) 

      t-statistic Prob.* 

Augmented Dickey-Fuller test statistic –7.039561 0.0000 

Table 2 PP-test three month EURIBOR and first differences 

Null hypothesis: three month EURIBOR has a unit root 

Exogenous: Constant 

Bandwidth: 8 (Newey-West automatic) using Bartlett kernel 

      Adj. t-Stat Prob.* 

Phillips-Perron test statistic –1.189935 0.6785 

Null hypothesis: D (three month EURIBOR) has a unit root 

Exogenous: Constant 

Bandwidth: 5 (Newey-West automatic) using Bartlett kernel 

      Adj. t-Stat Prob.* 

Phillips-Perron test statistic –7.132518 0.0000 
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Table 3 Ng-Perron-test three month EURIBOR and first differences 

Null hypothesis: three month EURIBOR has a unit root 

Exogenous: Constant 

Lag length: 1 (spectral GLS-detrended AR based on SIC, maxlag = 13) 

Sample: 1998M12 2013M03 

Included observations: 172 

   MZa MZt MSB MPT 

Ng-Perron test statistics  –3.64766 –1.09823 0.30108 6.79883 

1% –13.8000 –2.58000 0.17400 1.78000 

5% –8.10000 –1.98000 0.23300 3.17000 Asymptotic critical values*: 

10% –5.70000 –1.62000 0.27500 4.45000 

Null hypothesis: D (three month EURIBOR) has a unit root 

Exogenous: Constant 

Lag length: 1 (spectral GLS-detrended AR based on SIC, maxlag = 13) 

Sample: 1999M01 2013M03 

Included observations: 171 

   MZa MZt MSB MPT 

Ng-Perron test statistics  –55.7109 –5.27427 0.09467 0.44855 

1% –13.8000 –2.58000 0.17400 1.78000 

5% –8.10000 –1.98000 0.23300 3.17000 Asymptotic critical values*: 

10% –5.70000 –1.62000 0.27500 4.45000 

Table 4 ADF-tests survey forecast and first differences 

Null hypothesis: survey forecast has a unit root 

Exogenous: Constant 

Lag Length: 2 (automatic – based on SIC, maxlag = 13) 

      t-Statistic Prob.* 

Augmented Dickey-Fuller test statistic –1.832663 0.3637 

Null Hypothesis: D (survey forecast) has a unit root 

Exogenous: Constant 

Lag Length: 1 (automatic – based on SIC, maxlag = 13) 

      t-Statistic Prob.* 

Augmented Dickey-Fuller test statistic –4.776852 0.0001 
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Table 5 PP-tests survey forecast and first differences 

Null Hypothesis: Survey Forecast has a unit root 

Exogenous: Constant 

Bandwidth: 8 (Newey-West automatic) using Bartlett kernel 

      Adj. t-Stat Prob.* 

Phillips-Perron test statistic –1.197263 0.6753 

Null Hypothesis: D (Survey Forecast) has a unit root 

Exogenous: Constant 

Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 

      Adj. t-Stat Prob.* 

Phillips-Perron test statistic –7.162526 0.0000 

Table 6 Ng-Perron-test three month EURIBOR and first differences 

Null hypothesis: survey forecast has a unit root 

Exogenous: Constant 

Lag length: 1 (Spectral GLS-detrended AR based on SIC, maxlag = 13) 

Sample: 1998M12 2013M03 

Included observations: 172 

   MZa MZt MSB MPT 

Ng-Perron test statistics  –7.93342 –1.75269 0.22093 3.96142 

1% –13.8000 –2.58000 0.17400 1.78000 

5% –8.10000 –1.98000 0.23300 3.17000 Asymptotic critical values*: 

10% –5.70000 –1.62000 0.27500 4.45000 

Null Hypothesis: d(Survey Forecast) has a unit root 

Exogenous: Constant 

Lag length: 1 (Spectral GLS-detrended AR based on SIC, maxlag = 13) 

Sample: 1999M01 2013M03 

Included observations: 171 

   MZa MZt MSB MPT 

      Ng-Perron test statistics –36.2717 –4.25151 0.11721 0.69644 

1% –13.8000 –2.58000 0.17400 1.78000 

5% –8.10000 –1.98000 0.23300 3.17000 Asymptotic critical values*: 

10% –5.70000 –1.62000 0.27500 4.45000 

Furthermore, for the survey forecast to be a consistent prediction of the time series of the 
three month EURIBOR as well as the forecast time series have to be co-integrated 
examining I(1) variables (see also Schwarzbach et al., 2012). We tested for co-integration 
by examining the grade of integration of the residuals of the regression equation  
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displayed in Table 7. To estimate this equation we employ the fully modified least 
squares regression approach (see Phillips and Hansen, 1990). This is an improved version 
of the commonly used testing procedure proposed by Engle and Granger (1987). 

Table 7 Co-integration estimation results 

Dependent variable: three month EURIBOR    

Method: fully modified least squares (FMOLS)    

Sample (adjusted): 1999M01 2013M03   

Included observations: 171 after adjustments   

Co-integrating equation deterministics: C       

Variable Coefficient Std. Error t-Statistic Prob. 

Survey forecast 1.020394 0.032762 3.114.611 0.0000 

C –0.059373 0.097729 –0.607524 0.5443 

R2 0.904484 Mean dependent var 2634713 

Adjusted R2 0.903919 S.D. dependent var 1418293 

S.E. of regression 0.439628 Sum squared resid 3266306 

Durbin-Watson stat 0.229892 Long-run variance 0.317724 

Thus the co-integrating vector seems to be (1, –1). From this result it is appropriate to 
consider, respectively, further evaluate the forecast errors (i.e. the difference between the 
Survey Forecast and the Three Month EURIBOR). The resulting time series is shown in 
Figure 1. As it can be seen from Figure 1 there seems to be some crisis related changes in 
the long-run relationship between the three month EURIBOR and the corresponding 
forecast time series. There are some well-known problems with co-integration tests in the 
presence of structural breaks (e.g., Gregory and Hansen, 1996). Structural change 
produces a bias to reject co-integration when it is present. Thus, it is important to note 
that we have found co-integration among the variables examined here in spite of possible 
problems with structural change. 

From the regression presented in Table 7 it can be assumed that the forecast error 
time series is stationary (i.e. I(0)). Because of that we apply a simple time series ARMA 
model. The estimation results of the ARMA model are presented in Table 8. The lag 
structure of the ARMA model has been determined using the Autocorrelation as well as 
Partial Autocorrelation functions. 

As it has been proposed inter alia by Basse et al. (2009) as well as Sibbertsen et al. 
(2014) we search for crisis related structural breaks within this simple relationship. We 
apply the Quandt Andrews test to the ARMA model presented above (see Andrews, 
1993; Basse et al., 2009). For this testing procedure no specific dates of possible break 
points have to be defined in advance – this is a clear advantage in comparison to 
breakpoint tests like the Chow breakpoint test which requires specific assumptions of 
break point dates (see Chow, 1960). As a matter of fact the Quandt Andrews test 
procedure is based on the Chow breakpoint test. The results of the Quandt-Andrews 
Breakpoint test are presented in Table 9. As Table 9 shows the most likely breakpoint is 
October 2008. 
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Table 8 Estimation results ARMA model 

Dependent variable: forecast error 

Method: least squares 

Sample (adjusted): 1999M02 2013M03 

Included observations: 170 after adjustments 

Convergence achieved after three iterations 

Variable Coefficient Std. Error t-Statistic Prob. 

C 0.030931 0.076374 0.404991 0.6860 

AR(1) 1.349408 0.065719 2.053.287 0.0000 

AR(2) –0.523520 0.065676 –7.971.201 0.0000 

R2 0.845293 Mean dependent var 0.040224 

Adjusted R2 0.843440 S.D. dependent var 0.438000 

S.E. of regression 0.173306 Akaike info criterion –0.650022 

Sum squared resid 5.015860 Schwarz criterion –0.594685 

Log likelihood 5.825.190 Hannan-Quinn criterion –0.627567 

F-statistic 4.562.293 Durbin-Watson statistic 2.054.219 

Prob (F-statistic) 0.000000    

Inverted AR roots .67 + .26i .67 – .26i  

Table 9 Results Quandt-Andrews breakpoint test 

Quandt-Andrews unknown breakpoint test 

Null Hypothesis: No breakpoints within 15% trimmed data 

Equation sample: 1999M02 2013M03 

Number of breaks compared: 119 

Statistic Value Prob. 

Maximum LR F-statistic (2008M10) 58.40647 0.0109 

Maximum Wald F-statistic (2008M10) 18.81641 0.0062 

Exp LR F-statistic 1.201486 0.0917 

Exp Wald F-statistic 5.711429 0.0144 

Ave LR F-statistic 1.941757 0.0614 

Ave Wald F-statistic 5.911422 0.0577 

Note: probabilities calculated using Hansen’s (1997) method – – 

In assessing the quality of the survey forecasts for the sample range December 1998 to 
March 2013 we apply the TOTA-coefficient proposed by Andres and Spiwoks (1999) to 
test for TOTA. Spiwoks et al. (2010) already have shown that bond analysts’ forecasts 
seem to have been influenced by topically orientated trend adjustments between 1989 
and 2007. The coefficient is defined as TOTA-Coefficient given in equation (1). 

2

2

R Survey Forecast; Three Month EURIBOR 

R Survey Forecast; Three Month EURIBO h
 

R-
TOTA coefficient   (1) 

where h = forecast horizon. 
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Following Andres and Spiwoks (1999) a value of the TOTA-coefficient below one 
can be seen as statistical evidence for trend adjustment behaviour. To check for such 
adjustments we use the R² from a fully modified originally least square regression 
(FMOLS) for both the R2

Survey Forecast; Three Month EURIBOR and the R2
Survey Forecast; Three Month 

EURIBOR-h because the underlying time series (i.e. the Survey Forecast and the Three 
Month EURIBOR as well as the Survey Forecast and the Three Month EURIBOR – h) 
are co-integrated. In contrast to the model specification outlined above we omit the 
constant from FMOLS regression for all six corresponding regressions. We go on by 
applying the simple but widely accepted Root Mean Squared Error (RMSE) measure (see 
for e.g., Hyndman and Koehler, 2006)). Additionally we evaluate the professional 
analysts’ predictions with the help of a sign accuracy test. 

And finally we use the technique of turning point analysis. This analysis might be 
interesting especially for asset managers because for their investment decisions correct 
turning point forecasts are of extremely high relevance. For a very good description of 
the application of a turning point analysis for interest rate forecasts see Andres and 
Spiwoks (2000). Finally, to check for evidence of crisis related changes in the quality of 
the professional forecasts we additionally evaluate the quality of the predictions over the 
two time horizons before and after the breakpoint in October 2008. These empirical 
results are presented in Section 4. 

4 Empirical results and discussion 

With the help of the ARMA model presented in the previous section we have been able 
to identify a breakpoint within the long-run relationship of the Three Month EURIBOR 
and the Survey Forecast in October 2008. This result is quite similar to the empirical 
findings of Kunze and Gruppe (2014) who found strong indication for a breakpoint in 
this relationship using a more basic approach. In the remainder of this section we will 
present the forecast evaluation results for the three resulting time horizons: 

 December 1998–March 2013. 

 December 1998–October 2008. 

 November 2008–March 2013. 

The corresponding results are presented in Table 10 (for the TOTA coefficient), Table 11 
(for the RMSE) and Table 12 (for the Turning Point Analysis). 

Table 10 TOTA Coefficient for the three time horizons 

 1999/05–2013/03 1999/04–2008/10 2008/11–2013/03 

TOTA coefficient 0.924 0.914 0.840 

Table 11 RMSE for the three time horizons 

 1998/12–2013/03 1998/12–2008/10 2008/11–2013/03 

Root mean squared 
error (RMSE) 

0.43 0.35 0.58 
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Table 12 Turning Point Analysis for the three time horizons 

 1999/02–2013/03 1999/02–2008/10 2008/11–2013/03 

Relative error turning point 
forecast 

0.33 0.37 0.25 

The results for the TOTA-coefficient clearly point to trend adjustment behaviour. 
Furthermore due to the fact that especially in the time after the breakpoint the TOTA-
coefficient is the lowest one might argue that trend adjustment behaviour has even 
become more pronounced. To further investigate these findings within future research the 
forecast quality matrix proposed by Andres and Spiwoks (1999) should be derived for the 
three relevant time horizons. 

Keeping the calculation of the RMSE in mind this measure signals differences 
between the Three Month EURIBOR and the Survey Forecast. This means either the 
average deviation increased or one or more pronounced deviations between both series 
do exist. Analysing the calculated RMSE-results we can clearly find evidence that the 
quality of forecasts after the break in October/November 2008 (see section 1) tends to be 
lower in the average or at least in some points in time. Nonetheless too fast conclusions 
have to be avoided. The RMSE after the crisis might have risen after the breakpoint due 
to general deterioration of the forecast accuracy. But this does not have necessarily to be 
the case. One might even argue that the higher RMSE after the breakpoint is a result of 
only a few bad forecasts due to the financial turmoil in late 2008 and that after the 
disruption forecasters might have even been better than before the crisis. Figure 2 shows 
the quadratic error terms for each month (i.e. (Survey Forecast – Three Month 
EURIBOR)2). It is obvious that the largest error terms occur in late 2008. This 
observation should not come as a surprise at all since the structural break has been 
detected exactly in that period of time. 

Figure 2 Quadratic forecast errors 
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We further analyse the forecast accuracy using the RMSE and apply this measure to three 
sequences (A, B, C): 

 A: Breakpoint date ± forecast horizon of four months (June 2008–February 2009). 

 B: December 1998–May 2008. 

 C: March 2009–March 2013. 

The results are presented in Table 13. 

Table 13 RMSE for the three time horizons 

 Sequence A Sequence B Sequence C 
Root mean squared error 
(RMSE) 1.65 0.11 0.09 

The results from Table 13 point to a different conclusion than the results from Table 11: 
After the first months of the crisis forecasters not only have performed much better – 
with respect to the RMSE measure. To some extend the period after the crisis might have 
made it easier to predict the three month EURIBOR.  

In addition to the measures presented above we also want to check for the three time 
horizons if the directional accuracy of the survey forecast is better than a simple random 
forecast (i.e. coin tossing with 50% probability). Following Kolb and Stekler (1996), we 
test whether the survey forecasts are independent from a random forecast using a chi 
square test procedure. After checking for independence we finally compare the survey 
forecast with the random forecast to find evidence that the directional accuracy of the 
survey forecast is better than a random walk forecast (see also Diebold and Lopez, 1996). 
The test statistics and critical vales for the chi square testing procedure are presented in 
Table 14. 

Table 14 Test statistics chi square test for the three time horizon 

Null Hypothesis: Survey forecast and random forecast are independent 

 1999/02–2013/03 1999/02–2008/10 2008/11–2013/03 

Test statistic 39.13 24.22 17.83 

Critical Values following a chi square distribution 3.84; 5% level 
6.63; 1% level 

The test statistics for all three time horizons show that the survey forecast is independent 
from a random forecast. Comparing the survey forecasts sign accuracy for the whole data 
sample with the sign accuracy of a random forecast does show that the random forecast 
would have outperformed the survey forecast. This can be seen from Table 15, which 
shows the directional forecast accuracy fort the three relevant time horizons. The same is 
true for both the time horizon before and the time horizon after the structural break. 

Table 15 Directional forecast accuracy for the three time horizon 

 1999/04–2013/03 1999/04–2008/10 2008/11–2013/03 

Correct directional 
forecast (survey forecast) 

46 35 11 

Correct directional 
forecast (random forecast) 

86 60 26 
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Following Table 8 above it can be stated, that the RMSE seem to have risen as 
consequence of the outbreak of the financial crisis (i.e. the RMSE after the structural 
break in October 2008 is higher than for the measure for the time horizon before the 
break). Additionally, the survey forecast seems to be independent from a simple random 
forecast (see Table 11). With respect to the forecast accuracy we did find empirical 
evidence that neither before nor after the structural break the professional analysts’ 
forecasts did outperform a random prediction. On the other hand the results from Table 
12 show that the relative error of the turning point forecasts is significant smaller after 
the structural break (i.e. the accuracy of the forecasts with respect to the turning points in 
the three month EURIBOR rate is higher).  

Furthermore we used a simple procedure suggested by Diebold and Mariano (1995) 
to test against the H0 of equal predictive accuracy of the forecasting errors of the survey 
forecasts and the forecasting errors of a simple random walk model. We measure the 
accuracy of the two forecasting approaches using a squared loss function. The results 
indicate that for the whole sample the Null of the Diebold-Mariono-Test (DM-Test) 
cannot be rejected (p-value: 0.1428) and hence the Theil’s U of 0.7455 is just a simple 
indication for the outperformance of the survey forecast against a naïve prediction, which 
is not statistically significant. For the subsample before the breakpoint the p-value is 
0.06607 and the Theil’s U is 0.8460556. The result points to the same interpretation as 
for the whole sample, at least on a confidence level of 5%. The subsample for the time 
horizon after the breakpoint the p value of 0.2649 does also show that the H0 cannot be 
rejected on all common confidence levels. This is true although the Theil’s U of 
0.6793765 for itself indicate a very good performance within this sub sample.  Especially 
the results of observing a worsening RMSE and an improving turning point forecast seem 
to be divergent. But this does not necessarily have to come as a surprise. The improving 
turning point forecast accuracy results from the fact that the ECB’s central bankers had 
reacted to the financial turmoil and the risks of a severe economic downturn in numerous 
EMU member countries (see for e.g., Kunze and Gruppe, 2014) for an overview of the 
crisis related monetary policy of the ECB), which almost ruled out interest rate hikes. 
The deteriorating performance of the RMSE may in turn be a result of the unanticipated 
magnitude, respectively, frequency of the interest rate cuts of the ECB. 

5 Conclusion 

During the subprime crisis followed by financial turmoil and the European sovereign 
debt crisis decision makers in the financial services industry had to find quick answers 
for numerous problems (e.g., controlling interest rate risk or managing fixed income 
portfolios. In this paper we did test the accuracy of the three months survey forecast 
provided by Consensus Economics for the three months EURIBOR. We addressed the 
accuracy of the forecasts in terms of the deviation from the three months EURIBOR as 
well as the accuracy of the turning point forecast that is essential for strategic decisions 
of investors. 

The most likely breakpoint for the forecasts accuracy has been found for October 
2008. This result confirms that the timing of the structural change in this relationship 
coincides with the beginning of the financial crisis in late 2008.  
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Checking for quality changes before and after this breakpoint we were able to find 
that the forecasters’ accuracy after the first months of the crisis is not much better in 
general. Neither before nor after the structural break the professional analysts’ forecasts 
did outperform a random prediction. But additionally it can be stated that there is a 
significant improvement in the turning point forecast prediction. There is some evidence 
that this result is based on the fact that the ECB had to react to the financial turmoil in 
numerous EMU member countries, which more or less ruled out interest rate hikes. 
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