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Abstract: Ensemble clustering or cluster ensembles have been shown to be 
better than any standard clustering algorithm at improving accuracy. This  
meta-learning formalism helps users to overcome the dilemma of selecting an 
appropriate technique and the parameters for that technique, given a set of data. 
It has proven effective for many problem domains, especially microarray data 
analysis. Among different state-of-the-art methods, the link-based approach 
(LCE) recently introduced by Iam-On et al. (2011) provides a highly accurate 
clustering. This paper presents the improvement of LCE with a new link-based 
metric being developed and engaged. Additional information that is already 
available in a network is included in the similarity assessment. As such, this 
refinement can increase the quality of the measures, hence the resulting cluster 
decision. The performance of this improved LCE is evaluated on synthetic  
and UCI benchmark datasets, in comparison with the original and several  
well-known cluster ensemble techniques. In addition, the application of 
improved LCE to microarray data analysis is also empirically assessed. The 
findings suggest that the new model can improve the accuracy of LCE and 
performs better than the others investigated in this study. 
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1 Introduction 

Cluster analysis is usually employed in the initial stage of understanding a raw data, 
especially for new problems where prior knowledge is minimal. Also, in the  
pre-processing stage of supervised learning, it is exploited to identify outliers and 
possible object classes for the following expert-directed labelling process. This is crucial 
when the complexity of modern-age information is generally overwhelming for a human 
investigation. The need to acquire knowledge or learn from the excessive amount of data 
is hence a major driving force for making clustering a highly active research subject. 
Data clustering is applied to a variety of problem domains such as biology (Jiang et al., 
2004), customer relationship management (Wu et al., 2005), information retrieval (Bhatia 
and Deogun, 1998; Zhang et al., 2002), image processing (Costa and de Andrade Netto, 
1999), and recommender systems (Kim and Ahn, 2008). In addition, the recent 
development of clustering cancer gene expression data has attracted a lot of interests 
amongst computer scientists, biological and clinical researchers (Iam-On et al., 2010; 
Kim et al., 2009). Given its potential, a large number of research studies focus on several 
aspects of cluster analysis: for instance, clustering algorithms and extensions for 
particular data type (Ahmad and Dey, 2007), relevance of data attributes per cluster or 
subspace clustering (Boongoen et al., 2011), evaluation of clustering results (Rand, 
1971), and cluster ensembles (Iam-On et al., 2010). 

Specific to cluster ensembles, this practice is motivated by the fact that the 
performance of most clustering techniques are highly data dependent. A clustering model 
may produce an acceptable result for one dataset, but possibly become ineffective for 
others. Generally, there are two major challenges inherent to clustering algorithms. First, 
different techniques discover different structures (e.g., cluster size and shape) from the 
same set of data objects (Duda et al., 2000; Fred and Jain, 2005; Xue et al., 2009).  
For example, k-means which is probably the best known technique is suitable for 
spherical-shape clusters, while single-linkage hierarchical clustering is effective to detect 
connected patterns. This is due to the fact that each individual algorithm is designed to 
optimise a specific criterion. Second, a single clustering algorithm with different 
parameter settings can also reveal various structures on the same dataset. One setting may 
be good for a few, but not all datasets. These consequently make the selection of a proper 
clustering technique very difficult. 
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In order to resolve this problem, researchers attempt to combine different clusterings 
into a single consensus clustering. This process that is widely known as ‘cluster 
ensembles’ can provide more robust and stable solutions across different domains and 
datasets (Fred and Jain, 2005; Iam-On et al., 2010; Topchy et al., 2005). Over the past 
decade, many techniques have been developed along this line of research. They can be 
categorised into direct approach (Fischer and Buhmann, 2003; Gionis et al., 2007), 
feature-based approach (Boulis and Ostendorf, 2004; Nguyen and Caruana, 2007; Topchy 
et al., 2005), pairwise-similarity approach (Ayad and Kamel, 2003; Fred and Jain, 2005; 
Monti et al., 2003), and graph-based algorithms (Fern and Brodley, 2004; Strehl and 
Ghosh, 2002). Despite their theoretical and practical contributions, almost all cluster 
ensemble methods found in the literature make use of information available in an 
ensemble only at a coarse level. They commonly generate the final result from a 
knowledge pool (or a meta-level information matrix) which is simply created by stacking 
up ensemble members’ decisions. The relations between these decisions (or data 
partitions) have been unfortunately overlooked. 

Inspired by such an observation, a link-based method (LCE) is introduced by Iam-On 
et al. (2010, 2011) to address and use those associations to their true potential. It models 
base clustering results as a link network from which the relations between and within 
these decisions can be systematically obtained. This is accomplished through the  
link-based similarity measure called ‘weighted connected triple (WCT)’. Disclosed 
relations are then exploited to refine the conventional meta-level matrix that has been the 
centre of several benchmark techniques. It is reported that the resulting technique 
performs consistently better than several state-of-the-art alternatives on both UCI 
benchmark and gene expression datasets. These findings have encouraged the recent 
improvement of LCE, which is presented in this paper. A new link-based similarity 
measure, weighted triple uniqueness (WTU), is brought into the underlying similarity 
assessment. Whilst being as efficient as WCT, WTU makes use of more information 
already available in a network to estimating a similarity measure. As such, the quality of 
information matrix, hence the final clustering, can be improved. 

The rest of this paper is organised as follows. Section 2 introduces the basis of cluster 
ensembles, including formal definition, framework, ensemble generation strategies, and 
consensus functions. Then, the improved link-based approach and the underlying 
similarity measure is presented in Section 3. Based on benchmark datasets, Section 4 
includes the evaluation of the proposed model as compared to the original LCE and other 
well-known methods. In addition, the application of the improved LCE method to cancer 
microarray data is reported in Section 5. This paper is concluded in Section 6 with the 
perspective of future research. 

2 Basis of cluster ensembles 

The aim of cluster ensembles is to combine different decisions of various clusterings such 
that the resulting accuracy superior to those of individual clusterings is obtained and 
robust across different datasets. Studies on developing cluster ensemble methods have 
shown that cluster ensembles achieve the benefits beyond what a standard algorithm can 
provide (Domeniconi and Al-Razgan, 2009; Fred and Jain, 2005; Gionis et al., 2007). 
This approach has been successfully used for many application problems, especially the 
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analysis of cancer microarray data (Iam-On et al., 2010; Kim et al., 2009; Monti et al., 
2003; Yu et al., 2007). To set the scene for the methods discussed later, this section 
presents the basic concepts of cluster ensembles. 

2.1 Problem formulation 

Let X = {x1, …, xN} be a set of N data points, where each xi ∈ X is represented by a  
vector of D attribute values, i.e., xi = (xi,1, …, xi,D). Also, let Π = {π1, …, πM} be a  
cluster ensemble with M base clusterings, each of which is referred to as an ‘ensemble 
member’. Each base clustering returns a set of clusters 1 2{ , , ..., },

g

g g g
g kπ C C C=  such that 

1 ,gk g
tt C X= =∪  where kg is the number of clusters in the gth clustering. For each xi ∈ X, 

Cg(xi) denotes the cluster label in the gth base clustering to which data point xi belongs, 
i.e., Cg(xi) = ‘t’ (or ‘ ’)g

tC  if .g
i tx C∈  The problem is to find a new partition 

* * *
1 , ..., ,Kπ C C=  where K denotes the number of clusters in the final clustering result, of 

a data set X that summarises the information from the cluster ensemble Π. The general 
framework of cluster ensembles is shown in Figure 1. In essence, solutions achieved from 
different base clusterings are aggregated to form a final partition. This meta-level method 
involves two major tasks of: 

1 generating a cluster ensemble 

2 producing the final partition (normally referred to as a ‘consensus function’). 

2.2 Ensemble generation strategies 

It has been shown that ensembles are most effective when constructed from a set of 
predictors whose errors are dissimilar (Kittler et al., 1998). To a great extent, diversity 
amongst ensemble members is introduced to enhance the result of an ensemble 
(Kuncheva and Vetrov, 2006). Specific to data clustering, several heuristics have been 
proposed to introduce artificial instabilities in clustering algorithms, hence the diversity 
within a cluster ensemble. 

• Homogeneous ensembles: Base clusterings are created using repeated runs of a 
single clustering algorithm, with several sets of input parameters. For instance,  
k-means has often been employed with a random initialisation of cluster centres 
(Fred and Jain, 2005; Gionis et al., 2007; Iam-On et al., 2008). 

• Different-k: The output of clustering algorithm is dependent on the initial choice of 
cluster numbers k. To acquire diversity, base clusterings are created using a specific 
k or randomly selected k from a pre-specified interval. 

• Random subspacing/sampling: An ensemble can also be achieved by applying 
manifold subsets of initial data to base clusterings. In practice, theses can be obtained 
by projecting data onto different subspaces (Fern and Brodley, 2003), choosing 
different subsets of features (Strehl and Ghosh, 2002; Yu et al., 2007), or using data 
sampling techniques (Dudoit and Fridyand, 2003; Fischer and Buhmann, 2003). 
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• Heterogeneous ensembles: As an alternative, heterogeneous ensembles may be 
exploited, where diversity is induced by allowing each base clustering to be 
generated using different clustering algorithms (Ayad and Kamel, 2003; Hu and 
Yoo, 2004). 

• Mixed strategy: In addition to the aforementioned strategies, any combination of 
them can be applied as well. An example can be found in the study of Strehl and 
Ghosh (2002), where several clustering algorithms are used with multiple subspaces 
of data. 

Figure 1 The basic process of cluster ensembles 

 

Notes: It first applies multiple base clusterings to a dataset X to obtain diverse clustering 
decisions (π1, …, πM). Then, these solutions are combined to establish the final 
clustering result (π*) using a consensus function. 

2.3 Consensus functions 

Having obtained an ensemble, a variety of consensus functions have been developed to 
create the ultimate data partition. Each consensus function utilises a specific form of 
information matrix, which summarises the base clustering results. From the cluster 
ensemble shown in Figure 2(a), three general types of such ensemble-information matrix 
can be constructed. Firstly, the ‘label-assignment’ matrix [e.g., Figure 2(b)], of size  
N × M, represents cluster labels that are assigned to each data point by different base 
clusterings. Secondly, the ‘pairwise similarity’ matrix [e.g., Figure 2(c)], of size N × N, 
summarises co-occurrence statistics amongst data points. Furthermore, the ‘binary 
cluster-association (BA)’ matrix [e.g., Figure 2(d)] provides a cluster-specific view of the 
original label-assignment matrix. The association degree that a data point belonging to a 
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specific cluster is either 1 or 0. With this background, a large number of different 
consensus functions found in the literature can be classified to four major categorisations. 

• Feature-based approach: It transforms the problem of cluster ensembles to the 
clustering of categorical data. Each base clustering provides a cluster label as a new 
feature describing each data point [Figure 2(b)], which is utilised to formulate the 
final solution (Boulis and Ostendorf, 2004; Nguyen and Caruana, 2007; Topchy  
et al., 2005). For instance, the technique of Boulis and Ostendorf (2004) makes  
use of linear programming to find a correspondence between the labels of base 
clusterings and those of the optimal final-clustering. In addition, the aggregation of 
multiple clustering results has been considered as a maximum likelihood estimation 
problem, and EM algorithms (Nguyen and Caruana, 2007; Topchy et al., 2004, 2005) 
have been proposed for finding the consensus clustering. 

• Direct approach: This is based on relabelling πg and searching for the π* that has the 
best match with all πg, g = 1, …, M (Fischer and Buhmann, 2003). The underlying 
relabel process allows the homogeneous labels to be established from heterogeneous 
clustering decisions, where each base clustering possesses a unique set of decision 
labels [see Figure 2(b)]. 

• Pairwise similarity approach: It creates a matrix, containing the pairwise similarity 
among data points [see Figure 2(c)], to which any similarity-based clustering 
algorithm (e.g., hierarchical clustering) can be applied (Fred and Jain, 2005). 

• Graph-based approach: A number of methods following this approach make use of 
the graph representation to solve the cluster ensemble problem (Fern and Brodley, 
2004; Strehl and Ghosh, 2002). Specific to the consensus methods of Strehl and 
Ghosh (2002), a graph representing the similarity amongst data points is created 
from a pairwise matrix similar to that given in Figure 2(c). To achieve the final 
clustering result, this graph is divided into a definite number of approximately  
equal-sized partitions, using METIS (Karypis and Kumar, 1998). In addition, the BA 
matrix shown in Figure 2(d) has also been used for the generation of a bipartite graph 
whose vertices represent both data points and clusters. According to Fern and 
Brodley (2004), the solution to a cluster ensemble problem is to divide this graph 
using either METIS or spectral graph partitioning (SPEC; Ng et al., 2001). 

Figure 2 Examples of (a) cluster ensemble, (b) label-assignment matrix, (c) pairwise similarity 
matrix and (d) BA matrix (see online version for colours) 

 
(a) (b) (c) (d) 

Notes: X = {x1, …, x5}, Π = {π1, π2}, 1 1 1
1 1 2 3{ , , }π C C C=  and 2 2

2 1 2{ , }.π C C=  
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3 New link-based method to ensemble clustering 

The improved framework of link-based cluster ensembles (LCE) consists of three major 
steps: 

1 creating a cluster ensemble Π 

2 aggregating base clustering results, πg ∈ Π, g = 1, …, M, into a meta-level data 
matrix Θ 

3 generating the final data partition π* using the SPEC algorithm. 

3.1 Creating cluster ensembles 

The proposed approach is generic such that it can be coupled with several different 
ensemble generation methods. As for the present study, the following two types of cluster 
ensembles are investigated. Following the original work (Iam-On et al., 2010), the 
classical k-means is used to form base clusterings, each of which is initialised with a 
random set of cluster prototypes. 

• Fixed-k: Each clustering πg ∈ Π, is created using the data set N DX ×∈\  with all D 
attributes. The number of clusters in each base clustering is fixed to .k N⎡ ⎤= ⎢ ⎥  

Intuitively, to obtain a meaningful partition, k becomes 50 if 50.N⎡ ⎤ >⎢ ⎥  

• Random-k: Each πg is created using the data set with all attributes, and the number of 
clusters is randomly selected between { }2, ..., .N⎡ ⎤⎢ ⎥  Note that both ‘fixed-k’ and 
‘random-k’ generation strategies are initially introduced in the primary work  
(Iam-On et al., 2008). 

3.2 Aggregating base clustering results 

Having obtained the cluster ensemble Π, the corresponding base clustering results are 
aggregated into an information matrix Θ ∈ [0, 1]N×P, from which the final data partition 
π* is generated. Note that P denotes the total number clusters in the ensemble under 
examination. For each clustering πg ∈ Π and their corresponding clusters 1 , ..., ,

g

g g
kC C  a 

matrix entry Θ(xi, cl) which represents the association degree that the sample xi ∈ X has 
with each cluster 1{ , ..., },

g

g g
kcl C C∈  is estimated as follows: 

( )
( )

( )( )
*

*

1 if
, ,

, otherwise       

g
i

i g
i

cl C x
x cl

sim cl C x

⎧ =⎪Θ = ⎨
⎪⎩

 (1) 

where * ( )g
iC x  is a cluster label to which sample xi has been assigned. In addition,  

sim(Cx, Cy) ∈ [0, 1] denotes the similarity between any two clusters Cx, Cy ∈ πg, which 
can be discovered using the link-based algorithm presented next. 

WTU algorithm: has been developed to evaluate the similarity between any pair of 
clusters Cx, Cy ∈ Π. Note that WTU is based on the uniqueness measure developed as 
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part of the algorithm called ‘connected-path’, which has been introduced by Boongoen  
et al. (2010) for the task of alias detection. Given a graph G(V, E) in which objects and 
their relations are represented with members of the sets of vertices V and edges E, 
respectively, a uniqueness measure k

ijUQ  of any two objects i and j (denoted by vertices 
vi, vj ∈ V) can be approximated from each joint neighbour k (denoted by the vertex  
vk ∈ V) as follows: 

ik jkk
ij

mkm

f f
UQ

f
+

=
∑

 (2) 

where fik is the frequency of the link between objects i and k occurring in data, fjk is the 
frequency of the link between objects j and k, and fmk is the frequency of the link between 
object k and any object m. 

WTU is considered as an extension to the WCT initially proposed with the LCE 
model. Whilst maintaining the efficiency, it makes use of additional information that is 
already available within a network. As such, the quality of similarity measure derived by 
WTU can be higher then that generated by WCT. At the outset of WTU evaluation, the 
ensemble Π is represented as a weighted graph G = (V, W), where V is the set of vertices 
each representing a cluster in Π and W is a set of weighted edges between clusters. The 
weight |wxy| ∈ [0, 1] assigned to the edge wxy ∈ W between Cx, Cy ∈ V, is estimated as 

,x y
xy

x y

L L
w

L L
∩

=
∪

 (3) 

where Lz ⊂ X denotes the set of samples belonging to cluster Cz ∈ Π. Note that G is an 
undirected graph such that |wxy| is equivalent to |wyx|, ∀Cx, Cy ∈ V. The WTU algorithm is 
summarised below. 

ALGORITHM: WTU(G, Cx, Cy) 

G = (V, W), a weighted graph, where Cx, Cy ∈ V; 

Nk ⊂ V, a set of adjacent neighbors of Ck ∈ V; Cz ∈ Nk 
 when |wkz| > 0; 
WTUxy, the WTU measure of Cx and Cy; 
(1) WTUxy ← 0 
(2) For each c ← Nx 
(3)  If c ← Ny 

(4) 
  

t

xc yc
xy xy

tc
C

w w
WTU WTU

w
∀ ∈Π

+
← +

∑
 

(5) Return WTUxy 

It is noteworthy that the size of neighbours Nk is not a user-defined parameter. This can 
be different from one cluster to another. Following the estimation of WTU measure, the 
similarity between clusters Cx and Cy can be estimated by 

( )
max

, ,xy
x y

WTU
sim C C DC

WTU
= ×  (4) 
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where WTUmax is the maximum WTUx′y′ value of any two clusters Cx′, Cy′ ∈ V and DC ∈ 
[0, 1] is a constant decay factor (DC) (i.e., confidence level of accepting two  
non-identical clusters as being similar). With this link-based similarity metric, sim(Cx, Cy) 
∈ [0, 1] with sim(Cx, Cx) = 1, Cx, Cy ∈ V. It is also reflexive such that sim(Cx, Cy) = 
sim(Cy, Cx). 

3.3 Generating final data partition 

Once the matrix Θ is created, the SPEC algorithm (Ng et al., 2001) is used to generate the 
final data partition. This technique was first introduced by Fern and Brodley (2004) as 
part of the hybrid bipartite graph formation (HBGF) framework. In particular, SPEC is 
exploited to divide a bipartite graph, which is transformed from the matrix Θ′ ∈ {0, 1}N×P 
(a crisp variation of Θ), into K clusters. Given this insight, HBGF can be considered as 
the baseline model of LCE, where a more refined information matrix is exploited to 
improve the solution accuracy. The process of generating the final data partition π* from 
Θ is summarised as follows. 

Firstly, a weighted bipartite graph G′ = (V′, W′) is constructed from the matrix Θ, 
where V′ = VX ∪ VC is a set of vertices representing both samples VX and clusters VC, and 
W′ denotes a set of weighted edges. The weight | |ijw′  of edge ijw′  connecting vertices vi, 
vj ∈ V, can be defined by 

• | | 0ijw′ =  when vi, vj ∈ VX or vi, vj ∈ VC. 

• Otherwise, |wij| = Θ(vi, vj) when vi ∈ VX and vj ∈ VC. Note that G is bidirectional such 
that |wij| = |wji|. In other words, W′ ∈ [0, 1](N+P)×(N+P) can also be specified as 

0
0TW
Θ⎡ ⎤

′ = ⎢ ⎥Θ⎣ ⎦
 (5) 

After that, the K largest eigenvectors u1, u2, …, uK of W′ are used to produce the matrix  
U = [u1u2, …, uK], in which the eigenvectors are stacked in columns. Then, another 
matrix U* ∈ [0, 1](N+P)×K is formed by normalising each of U’s row to have unit length. 

*

2
1

,ss
ss

K
sss

UU
U

′
′

′′=

=

∑
 (6) 

where s = 1, …, (N + P). By considering each row of U* as K-dimensional embedding of 
a graph vertex or a sample in [0, 1]K), k-means is finally used to generate the final 
partition * * *

1{ , ..., }Kπ C C=  of K clusters. 

4 Performance evaluation 

This section presents the performance evaluation of the new link-based approach, using a 
number of benchmark validity criteria, datasets and compared methods. 



   

 

   

   
 

   

   

 

   

   54 N. Iam-On et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

4.1 Investigated datasets and compared methods 

The experimental evaluation is conducted over eight datasets. Table 1 summarises the 
details of these datasets that are grouped into synthetic and real categories. In addition to 
the synthetic data collection obtained from the previous studies of cluster ensembles and 
shown in Figure 3, four real datasets obtained from the benchmark UCI repository 
(Asuncion and Newman, 2007) are also employed. 

A collection of compared methods includes several state-of-the-art cluster ensemble 
categories: pairwise-similarity based [EAC-SL and EAC-AL of Fred and Jain (2005)], 
graph-based [HBGF of Fern and Brodley (2004), CSPA, HGPA and MCLA of Strehl and 
Ghosh (2002)], and feature-based [IVC of Nguyen and Caruana (2007)]. Details of these 
algorithms are not provided owing to the limited space. Note that the original link-based 
method and the improved model will be referred to as LCE and LCE* hereafter. 
Table 1 Description of datasets: number of data points (N), number of attributes (D), number 

of classes (K) and source 

Dataset N D K Source 

Synthetic dataset:     
 2-banana 200 2 2 Iam-On et al. (2008) 
 2-doughnut 200 2 2 Iam-On et al. (2008) 
 2-spiral 190 2 2 Iam-On et al. (2008) 
 Complex image 500 2 11 Iam-On et al. (2011) 
Real dataset:     
 Glass 214 9 6 UCI; Asuncion and Newman (2007) 
 Iris 150 4 3 UCI; Asuncion and Newman (2007) 
 Ionosphere 351 34 2 UCI; Asuncion and Newman (2007) 
 Breast-cancer 683 9 2 UCI; Asuncion and Newman (2007) 

Figure 3 Synthetic datasets: (a) 2-banana, (b) 2-doughnut, (c) 2-spiral, and (d) complex image 
(see online version for colours) 
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4.2 Experimental design 

For comparison, as suggested by Fern and Brodley (2004), Fred and Jain (2005), and 
Iam-On et al. (2011), each clustering method divides data points into a partition of K (the 
number of true classes for each dataset) clusters, which is then evaluated against the 
corresponding true partition using the evaluation indices of: adjusted rand (AR) index 
(Rand, 1971) and classification accuracy (CA; Nguyen and Caruana, 2007). Note that, 
true classes are known for all datasets but are not used by the cluster ensemble process. 
They are only used to evaluate the quality of the clustering results. Other specific settings 
of cluster ensembles are listed as follows: 

• k-means is used to generate base clusterings, each with a random initialisation of 
cluster centres. 

• Two schemes for selecting the number of clusters (k) in each base clustering are: 

1 Fixed-k where k is fixed to N⎡ ⎤⎢ ⎥  

2 Random-k where k is a random number in the range of { }2, .N⎡ ⎤⎢ ⎥  

These strategies aim to generate diversity in the ensemble by following the intuition 
introduced by Fred and Jain (2005), Hadjitodorov et al. (2006), and Kuncheva and 
Vetrov (2006). It is suggested that k should be greater than the expected number of 
clusters and the common rule-of-thumb is .k N=  

• Ensemble size (M) of 10 is experimented. 

• The DC of 0.9 is used with the link-based similarity algorithms. 

• The quality of each cluster ensemble method with respect to a specific ensemble 
setting is generalised as the average of 50 trials. 

4.3 Experimental results 

Based on the AR measure, Table 2 compares the performance of different cluster 
ensemble methods over synthetic and real datasets, respectively. These results suggest 
that LCE* can generally improve the accuracy of the original model, i.e., LCE. Also, its 
performance is usually better than other cluster ensemble methods examined in this 
experiment, including HBGF that is its baseline model. Note that EAC-SL is highly 
accurate for synthetic data which is typically a connected pattern. However, it is not quite 
effective for the real datasets. This also applies to the graph-based methods of CSPA, 
HGPA and MCLA. As an example of the feature-based approach, IVC appears to be less 
accurate than those belonging to the other categories. Similar experimental results with 
these methods are observed using CA evaluation index. 

In order to further evaluate the quality of identified techniques, the number of times 
that one method is significantly better and worse (of 95% confidence level) than the 
others are assessed across experimented datasets. Let ( , )CX i β  be the average value of 
validity index C ∈ {AR, CA} across n runs (n = 50 in this evaluation) for a clustering 
method i ∈ CM (CM is a set of 9 experimented clustering methods), on a specific 
experiment setting β ∈ ST (ST is a set of 16 unique combination of two ensemble types 
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and eight datasets). The 95% confidence interval, ( , ) ( , )[ , ],C CX i X iL Uβ β  for the mean 

( , )CX i β  of validity criterion C is defined by the followings. 

( , )
( , )( , ) 1.96C

C
CX i

S iL X i
n

= −β
ββ  (7) 

( , )
( , )( , ) 1.96C

C
CX i

S iU X i
n

= +β
ββ  (8) 

Note that SC(i, β) is the standard deviation of the validity index C across n runs for a 
clustering method i and an experiment setting β, and 1.96 is the critical z-score value for 
a 95% confidence interval (Gosling, 1995). The number of times that one method i ∈ CM 
is significantly better than others, BC(i) (in accordance with the validity criterion C), can 
be estimated by 

( )
* *

*

,

( ) ,C C
ST i CM i i

B i better i i
∀ ∈ ∀ ∈ ≠

= ∑ ∑ β

β

 (9) 

( ) ( , ) ( , )* 1 if
,

0 otherwise                 
C CX i X i

C
L U

better i i
>⎧

= ⎨
⎩

β ββ  (10) 

Likewise, the number of times that one method i ∈ CM is significantly worse than its 
competitors, WC(i), with respect to the validity index C, is defined as 

*

*

,

( ) ( , )C C
ST i CM i i

W i worse i i
∀ ∈ ∀ ∈ ≠

= ∑ ∑ β

β

 (11) 

( ) ( , ) ( , )* 1 if
,

0 otherwise                 
C CX i X i

C
U L

worse i i
<⎧

= ⎨
⎩

β ββ  (12) 

Figure 4 The statistics of better and worse performance, summarised across all experiment 
settings, based on AR validity measures (see online version for colours) 
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Table 2 AR scores of different cluster ensemble methods 

Methods 
Dataset Type 

LCE LCE* EAC-SL EAC-AL IVC CSPA HGPA MCLA HBGF 

1.000 1.000 1.000 1.000 0.043 1.000 1.000 1.000 0.769 F 

(0.000) (0.000) (0.000) (0.000) (0.020) (0.000) (0.000) (0.000) (0.372) 

0.827 0.948 0.963 0.665 0.371 0.650 0.877 0.967 0.583 

2-banana 

R 

(0.200) (0.090) (0.182) (0.262) (0.190) (0.264) (0.218) (0.120) (0.210) 

0.900 0.943 0.871 0.758 0.116 0.756 1.000 0.934 0.542 F 

(0.191) (0.157) (0.303) (0.367) (0.075) (0.394) (0.000) (0.225) (0.391) 

0.164 0.476 0.157 0.109 0.146 0.047 0.318 0.214 0.128 

2-doughnut 

R 

(0.174) (0.257) (0.227) (0.092) (0.110) (0.044) (0.379) (0.296) (0.105) 

0.003 0.005 0.027 0.012 0.007 0.026 0.022 0.033 0.007 F 

(0.006) (0.008) (0.036) (0.032) (0.019) (0.023) (0.032) (0.033) (0.030) 

0.058 0.070 0.015 0.047 0.028 0.063 0.059 0.062 0.055 

2-spiral 

R 

(0.022) (0.025) (0.028) (0.031) (0.028) (0.032) (0.038) (0.032) (0.025) 

0.463 0.462 0.508 0.406 0.344 0.409 0.443 0.430 0.304 F 

(0.029) (0.024) (0.042) (0.037) (0.068) (0.017) (0.030) (0.026) (0.044) 

0.442 0.450 0.524 0.396 0.408 0.405 0.389 0.421 0.390 

Complex 
image 

R 

(0.032) (0.030) (0.072) (0.040) (0.048) (0.021) (0.037) (0.058) (0.050) 

0.196 0.229 0.237 0.194 0.131 0.178 0.139 0.186 0.190 F 

(0.038) (0.024) (0.056) (0.020) (0.059) (0.023) (0.029) (0.035) (0.020) 

0.180 0.205 0.190 0.175 0.168 0.165 0.157 0.185 0.195 

Glass 

R 

(0.023) (0.033) (0.085) (0.028) (0.031) (0.026) (0.033) (0.034) (0.036) 

0.864 0.867 0.592 0.686 0.192 0.878 0.868 0.804 0.574 F 

(0.038) (0.043) (0.136) (0.134) (0.053) (0.045) (0.061) (0.133) (0.203) 

0.797 0.817 0.614 0.672 0.462 0.842 0.809 0.810 0.653 

Iris 

R 

(0.088) (0.075) (0.152) (0.084) (0.149) (0.110) (0.122) (0.135) (0.169) 

0.127 0.175 -0.018 0.143 0.033 0.104 0.125 0.161 0.116 F 

(0.079) (0.021) (0.032) (0.123) (0.099) (0.039) (0.045) (0.065) (0.087) 

0.173 0.171 -0.021 0.122 0.115 0.128 0.081 0.146 0.131 

Ionosphere 

R 

(0.020) (0.016) (0.024) (0.108) (0.166) (0.006) (0.059) (0.046) (0.089) 

0.881 0.865 0.003 0.862 0.062 0.177 0.513 0.524 0.876 F 

(0.011) (0.334) (0.018) (0.035) (0.058) (0.187) (0.088) (0.076) (0.017) 

0.818 0.882 0.189 0.847 0.443 0.365 0.452 0.625 0.878 

Breast-
cancer 

R 

(0.227) (0.010) (0.337) (0.046) (0.352) (0.158) (0.076) (0.164) (0.014) 

Notes: The two highest scores of each ensemble type are highlighted in italic and 
corresponding standard deviation values are given in parentheses. Note that ‘type’ 
is the ensemble type of fixed-k or random-k, which is denoted shortly by ‘F’ and 
‘R’, respectively. 
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Using the aforementioned assessment formalism, Figure 4 summarises for each  
method i ∈ CM both better BC(i) and worse WC(i) statistics, based on the validity  
index AR. The results shown in this figure indicate the superior effectiveness of the  
link-based methods, as compared to other cluster ensemble techniques. This reinforces 
the aforementioned findings that LCE* can improve the quality of clusterings  
of the previous LCE counterpart. In addition, MCLA and IVC appear to be the  
most and the least accurate amongst the compared methods, respectively. Similar  
trends are observed with the statistics collected from CA index. This is presented in 
Figure 5. 

Figure 5 The statistics of better and worse performance, summarised across all experiment 
settings, based on CA validity measures (see online version for colours) 

 

4.4 Time complexity analysis 

Besides the previous quality assessments, computational time requirements of the  
link-based methods are discussed here. As reported by Iam-On et al. (2010) for the WCT 
algorithm, the time complexity of creating the matrix Θ is O(P2l + NP), where N is the 
number of data points, P denotes the number of all clusters in an ensemble Π and l 
represents the average number of neighbours connecting to one cluster in a link network 
of clusters. For each entry (corresponding to clusters Cx, Cy ∈ Π) in the P × P matrix of 
cluster similarity, WCT searches through l neighbours of Cx (or Cy) to identify triples. 
Following this, the Θ matrix of size N × P is created using the aforementioned similarity 
matrix. As the extension of WCT, WTU continues searching through l neighbours of 
each potential triple identified earlier. Hence, the time complexity of WTU is  
O(P2l2 + NP), which converges to that of WCT. 

4.5 Parameter analysis 

In addition, the parameter analysis is also conducted with the aim to provide a practical 
means by which users can make the best use of the proposed link-based method. As with 
LCE, the performance of LCE* is also dependent on the DC value, which is used in 
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estimating the similarity amongst clusters and refining the original BA matrix. Specific to 
this issue, Figure 6 illustrates such a relationship, based on the average of two validity 
measures (AR and CA) across all experiment settings. For both link-based cluster 
ensemble models, high DC values (i.e., 0.7 to 0.9) bring about a data partition of 
exceptionally good quality, as compared to those generated by other cluster ensemble 
methods (whose average validity scores are presented as ‘others’ in Figure 6). Another 
important observation is that the effectiveness of link-based measures decreases as DC 
becomes smaller. Intuitively, the significance of disclosed memberships becomes trivial 
when DC is low. Hence, they may be overlooked by a consensus function and the quality 
of the resulting data partition is not improved. It is also noteworthy that the evaluation 
scores of LCE* are consistently higher than those of LCE, even when the value of DC is 
low. 

Another important parameter that may determine the quality of a cluster ensemble 
technique, is the ensemble size (M). Intuitively, the larger an ensemble is, the better the 
performance becomes. According to Figure 7 in which DC = 0.9, this heuristic is 
applicable to LCE*, where its validity measures (averages of AR and CA across all 
experimental settings) gradually incline to the increasing value of M ∈ {10, 20, …, 50}. 
Furthermore, LCE* performs better than LCE and other competitors (indicated by 
‘others’) with all different ensemble sizes investigated here. 

Figure 6 The relations between DC ∈ {0.1, 0.2, …, 0.9} and the performance of link-based 
algorithms (the average of AR and CA measures), whose values are presented in X-axis 
and Y-axis, respectively (see online version for colours) 

 

Note: Others denotes the average evaluation measure across all compared cluster 
ensemble methods. 
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Figure 7 Performance of different cluster ensemble methods in accordance with ensemble size 
(M ∈ {10, 20, …, 50}), as the averages of validity measures (AR and CA) across all 
experiment settings (see online version for colours) 

 

5 Application to cancer microarray data analysis 

Cancer gene expression data obtained from microarray experiments has inspired several 
applications, including the identification of differentially expressed genes for molecular 
studies or drug therapy response and the creation of classification systems for improved 
cancer diagnosis (Spang, 2003). Cluster analysis has proven useful for identifying 
biologically relevant groups of tissue samples and genes. The present research focuses on 
the former where samples with similar profiles of gene-specific expression values are 
grouped together. Clinical researchers commonly use simple clustering methods, such as 
agglomerative hierarchical and k-means to cluster cancer microarray samples, despite the 
advent of several new techniques that capitalise on the inherent characteristics of gene 
expression data (noise, high dimensionality) to improve clustering quality (McLachlan  
et al., 2002). This is because the use of such methods is difficult for non-expert users  
(de Souto et al., 2008). 

Cluster ensembles have recently become an attractive alternative for microarray data 
analysis (Kim et al., 2009; Monti et al., 2003; Yu et al., 2007). In particular, a link-based 
method (LCE) introduced by Iam-On et al. (2010) has shown to be more effective than 
the previous cluster ensemble methods adopted for microarray data analysis. This 
motivates the use of the new link-based model (LCE*) for such an analytic task. In the 
following sections, the empirical study of LCE* and a set of gene expression data is 
presented. 
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5.1 Experimental design 

The experimental assessment is conducted over six published microarray datasets.  
Table 3 summarises their details, which can be further consulted in the study of de Souto 
et al. (2008). A collection of compared methods includes several state-of-the-art cluster 
ensemble categories: pairwise-similarity based [MULTI-K of Kim et al. (2009) and CCHC 
of Monti et al. (2003)], graph-based [HBGF of Fern and Brodley (2004), CSPA, HGPA 
and MCLA of Strehl and Ghosh (2002) and GCC of Yu et al. (2007)], and feature-based 
[AGG of Gionis et al. (2007), IVC of Nguyen and Caruana (2007), MM of Topchy et al. 
(2005), and QMI of Topchy et al. (2005)]. Details of these algorithms are not provided 
due to the available space. Note that the original link-based method and the improved 
model will be referred to as LCE and LCE* hereafter. In addition to the aforementioned 
ensemble techniques, k-means (KM) and three basic variations of hierarchical clusterings 
(i.e., SL, CL and AL) are also examined in this empirical study. 
Table 3 Description of investigated gene expression datasets: numbers of samples (N), genes 

(D) and known classes (K) 

Dataset Chip Tissue N D K 
Brain Tumor Affy Brain 22 1,152 2 
CNS Affy Brain 42 1,379 5 
Breast Tumor Affy Breast 49 1,198 2 
HCC cDNA Liver 180 85 2 
SRBCTs cDNA Multi-tissue 83 1,069 4 
Prostate Cancer cDNA Prostate 104 2,315 5 

For comparison, each clustering method divides data points into a partition of K (the 
number of true classes for each dataset) clusters, which is then evaluated against the 
corresponding true partition using the evaluation indices of: AR index (Rand, 1971) and 
CA (Nguyen and Caruana, 2007). Note that, true classes are known for all datasets but 
are not used by the cluster ensemble process. They are only used to evaluate the quality 
of the clustering results. Other specific settings of cluster ensembles are identical listed in 
Section 4. 

5.2 Experimental results 

Based on the AR measure, Table 4 compares the performance of different cluster 
ensemble methods and basic clustering algorithms over the investigated datasets. Note 
that standard deviation values of SL, CL and AL are not presented as they are 
deterministic technique whose results are indifferent for multiple runs. These results 
suggest that LCE* can generally improve the accuracy of the original model, i.e., LCE. 
Also, its performance is usually better than other cluster ensemble methods examined in 
this experiment. Another important observation is that LCE* always produces a data 
partition of higher quality than base clusterings, i.e., KM. This does not hold true for 
some techniques, such as MULTI-K, MM and IVC. Similar experimental results with 
these methods are observed using CA evaluation index. 
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Table 4 AR measures of examined clustering methods 

 

D
at

as
et

 

Br
ai

n 
tu

m
ou

r 
 

C
N

S 
 

Br
ea

st
 tu

m
ou

r 
 

H
C

C
 

 
SR

BC
Ts

 
 

Pr
os

ta
te

 c
an

ce
r 

M
et

ho
d 

F 
R 

 
F 

R 
 

F 
R 

 
F 

R 
 

F 
R 

 
F 

R 

0.
64

3 
1.

00
0 

 
0.

38
9 

0.
31

2 
 

0.
46

1 
0.

22
9 

 
0.

47
1 

0.
55

0 
 

0.
14

0 
0.

11
9 

 
0.

26
1 

0.
25

0 
LC

E*
 

(0
.4

12
) 

(0
.0

00
) 

 
(0

.1
03

) 
(0

.0
47

) 
 

(0
.1

25
) 

(0
.2

44
) 

 
(0

.1
22

) 
(0

.1
74

) 
 

(0
.0

47
) 

(0
.0

65
) 

 
(0

.0
47

) 
(0

.0
49

) 
0.

47
1 

0.
95

9 
 

0.
35

2 
0.

29
9 

 
0.

45
7 

0.
30

8 
 

0.
47

8 
0.

55
1 

 
0.

11
5 

0.
06

7 
 

0.
24

0 
0.

25
1 

LC
E 

(0
.4

13
) 

(0
.1

66
) 

 
(0

.0
75

) 
(0

.0
61

) 
 

(0
.1

45
) 

(0
.2

50
) 

 
(0

.0
87

) 
(0

.2
19

) 
 

(0
.0

37
) 

(0
.0

52
) 

 
(0

.0
50

) 
(0

.0
58

) 
0.

56
1 

0.
87

4 
 

0.
18

5 
0.

18
7 

 
–0

.0
02

 
–0

.0
02

 
 

–0
.0

05
 

–0
.0

06
 

 
0.

10
8 

0.
09

8 
 

0.
18

3 
0.

18
4 

M
U

LT
I-

K
 

(0
.4

29
) 

(0
.3

12
) 

 
(0

.0
91

) 
(0

.0
86

) 
 

(0
.0

01
) 

(0
.0

01
) 

 
(0

.0
04

) 
(0

.0
00

) 
 

(0
.0

43
) 

(0
.0

61
) 

 
(0

.0
23

) 
(0

.0
14

) 
0.

61
7 

0.
98

8 
 

0.
18

6 
0.

25
0 

 
–0

.0
02

 
–0

.0
02

 
 

–0
.0

06
 

0.
00

5 
 

0.
07

7 
0.

04
3 

 
0.

20
5 

0.
24

4 
C

C
H

C
 

(0
.4

16
) 

(0
.0

87
) 

 
(0

.0
87

) 
(0

.0
85

) 
 

(0
.0

01
) 

(0
.0

01
) 

 
(0

.0
04

) 
(0

.0
78

) 
 

(0
.0

48
) 

(0
.0

46
) 

 
(0

.0
39

) 
(0

.0
47

) 
0.

74
2 

0.
97

5 
 

0.
26

3 
0.

29
6 

 
0.

44
0 

0.
02

5 
 

0.
00

5 
0.

05
0 

 
0.

07
2 

0.
04

5 
 

0.
22

1 
0.

22
4 

G
C

C
 

(0
.3

93
) 

(0
.1

22
) 

 
(0

.0
77

) 
(0

.0
53

) 
 

(0
.1

48
) 

(0
.1

02
) 

 
(0

.0
69

) 
(0

.1
92

) 
 

(0
.0

47
) 

(0
.0

56
) 

 
(0

.0
58

) 
(0

.0
35

) 
0.

16
7 

0.
46

5 
 

0.
28

7 
0.

24
7 

 
0.

44
2 

0.
44

1 
 

0.
41

6 
0.

45
3 

 
0.

07
4 

0.
07

9 
 

0.
22

6 
0.

21
5 

C
SP

A
 

(0
.1

20
) 

(0
.0

85
) 

 
(0

.0
74

) 
(0

.0
64

) 
 

(0
.0

00
) 

(0
.0

31
) 

 
(0

.0
52

) 
(0

.0
87

) 
 

(0
.0

26
) 

(0
.0

19
) 

 
(0

.0
35

) 
(0

.0
22

) 
0.

14
4 

0.
22

0 
 

0.
27

2 
0.

24
9 

 
0.

41
6 

0.
23

7 
 

0.
45

9 
0.

45
1 

 
0.

10
7 

0.
09

1 
 

0.
24

4 
0.

23
8 

H
G

PA
 

(0
.0

40
) 

(0
.0

89
) 

 
(0

.0
68

) 
(0

.0
83

) 
 

(0
.1

44
) 

(0
.2

29
) 

 
(0

.0
69

) 
(0

.1
08

) 
 

(0
.0

51
) 

(0
.0

41
) 

 
(0

.0
25

) 
(0

.0
38

) 
0.

17
4 

0.
82

6 
 

0.
25

7 
0.

17
4 

 
0.

38
7 

0.
18

6 
 

0.
34

7 
0.

42
2 

 
0.

13
1 

0.
08

1 
 

0.
22

7 
0.

21
6 

M
C

LA
 

(0
.1

46
) 

(0
.2

97
) 

 
(0

.1
02

) 
(0

.0
55

) 
 

(0
.1

03
) 

(0
.2

06
) 

 
(0

.1
09

) 
(0

.1
24

) 
 

(0
.0

55
) 

(0
.0

60
) 

 
(0

.0
43

) 
(0

.0
60

) 

N
ot

es
: T

he
 h

ig
he

st
 tw

o 
m

ea
su

re
s f

or
 e

ac
h 

da
ta

se
t a

re
 h

ig
hl

ig
ht

ed
 in

 B
O

LD
FA

C
E,

 a
nd

 th
e 

co
rr

es
po

nd
in

g 
st

an
da

rd
 d

ev
ia

tio
n 

va
lu

es
 a

re
 g

iv
en

 in
 

pa
re

nt
he

se
s. 

N
ot

e 
th

at
 th

e 
en

se
m

bl
e 

ty
pe

 o
f F

ix
ed

-k
 a

nd
 R

an
do

m
-k

 a
re

 d
en

ot
ed

 sh
or

tly
 b

y 
‘F

’a
nd

 ‘R
’, 

re
sp

ec
tiv

el
y.



   

 

   

   
 

   

   

 

   

    A new link-based method 63    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

Table 4 AR measures of examined clustering methods (continued) 
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To further evaluate the quality of identified techniques, the number of times that one 
method is significantly better and worse (of 95% confidence level) than the others is 
assessed across datasets. Figure 8 summarises for each method, both better and worse 
statistics, based on AR validity index. The results shown in this figure indicate the 
superior effectiveness of LCE*, as compared to LCE and other cluster ensemble 
techniques. In addition, HGPA and MULTI-K appear to be the most and the least 
accurate amongst the compared methods, respectively. Similar trends are observed with 
the statistics collected from CA validity index. See Figure 9 for details. 

Figure 8 The statistics of better and worse performance, summarised across all experiment 
settings, based on AR validity measures (see online version for colours) 

 

Figure 9 The statistics of better and worse performance, summarised across all experiment 
settings, based on CA validity measures (see online version for colours) 

 

6 Conclusions 

This paper has presented the improved model of link-based cluster ensembles, with a new 
similarity measure being developed such that additional information within a link 
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network is included. This helps to refine the resulting measures, hence the quality of the 
information matrix. The new method has proven more effective than the original and 
several other methods found in the literature. Its performance is also robust to parameter 
settings, which can be useful for less-experienced users. Despite this encouraging result, 
there are several subjects needed to be further investigated. First, an automated and data-
driven setting of DC can provide a more accurate outcome, as compared to a manual 
configuration. Following the study of Iam-On et al. (2010), it is interesting observe the 
performance of this improved framework with the problem of microarray data analysis, 
with which link-based approach has been successful. Also, new clustering algorithms, 
e.g., that of Das et al. (2008), can be used to form a more accurate cluster ensemble. 
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