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Abstract: The proposed intelligent automatic English translation system 
leverages advanced feature extraction algorithms and big data technologies to 
enhance translation accuracy and efficiency. Central to this system is an  
N-Gram-based scoring model, which evaluates translation quality by analysing 
word sequences. This model is further refined through the development of an 
English corpus scoring framework, enabling more precise assessments. 
Incorporating Latent Dirichlet Allocation (LDA), the system employs weighted 
LDA indices to assess the semantic depth of translations. When these indices 
are well-aligned, they indicate a translation that captures the nuances and depth 
of the original text. Conversely, scattered LDA indices suggest a loss of key 
semantic elements during translation. The integration of behavioural  
 



   

 

   

   
 

   

   

 

   

    Study on English machine translation based on feature extraction algorithm 225    
 

    
 

   

   
 

   

   

 

   

       
 

decompression algorithms facilitates the optimisation of translation processes, 
ensuring that the system delivers high-quality English-Chinese translations by 
effectively capturing and preserving semantic information. 

Keywords: feature extraction; big data information technology; English-
Chinese translation; interactive. 

Reference to this paper should be made as follows: Chao, Z., Lin, Y. and  
Zhan, X. (2025) ‘Study on English machine translation based on feature 
extraction algorithm and big data information technology’, Int. J. Data Science, 
Vol. 10, No. 7, pp.224–241. 
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1 Introduction 

Big data is a new information technology that has been applied extensively in a variety of 
industries, including government governance, healthcare, education, and agriculture. Big 
data technology, along with other science and technology, has made significant 
advancements in a variety of sectors, advanced technological advancements, and 
mechanism upgrades, and brought about profound changes in all spheres of existence. 
Big data information technology refers to the application technology of big data, covering 
various big data platforms, big data index systems, and other big data application 
technologies. Big data refers to a collection of data that cannot be captured, managed, and 
processed with conventional software tools within a certain time range. It is a massive, 
high-growth, and diversified information asset that requires a new processing mode to 
have stronger decision-making power, insight, and process optimisation ability. This 
paper discusses the application of big data in the English automatic translation system.  
English, as the main language of international communication, has received more and 
more attention, and in the process of transnational communication, the English translation  
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system is particularly important (Wang et al., 2020). With this as the background, this 
paper adopts the method of constructing Scoring rules of the English corpus and the  
N-gram scoring model. Figure 1 is an intelligent translation system (Yang and Yang, 
2020; Zhou and Zhang, 2020). 

Figure 1 Intelligent translation system (see online version for colours) 

 

2 Literature review 

In the information age, emerging information technology is flooding into all aspects of 
society at a rapidly changing speed. In recent years, emerging information technologies 
such as artificial intelligence, the Internet of Things, big data, and cloud computing have 
been widely used in various fields of society. Among them, the emergence of big data is 
changing people’s conventional statistical method – probability calculation based on 
partial generalisation. Big data clarifies both known and unknown information. The wide 
application of big data information in various fields has fully proved its value. However, 
in various fields, there are great differences in the entry point, focus, and foothold of the 
application of big data technology. At present, the active application in the field of 
automatic translation scoring is mainly to score machine translation and to measure the 
quality of machine translation models based on different algorithms, but the application 
in automatic translation scoring is not very widespread (Bai, 2021; Wang et al., 2020). 
On the one hand, the automatic scoring model of machine translation cannot be applied to 
the automatic scoring of CET-4 and CET-6 because the length of CET-4 and CET-6 
translation is less than 150 words (Li et al., 2021). So the automatic scoring model of 
composition cannot be directly applied to the automatic scoring of CET-4 and CET-6 
translation (Chai, 2021). At present, the automatic translation scoring system is mainly 
based on the following three types. SER system uses this method. Based on edit distance, 
which is often used to measure how similar two strings are, the minimum number of 
operations (increase, delete, insert, and replace) required to change one string into the 
other (Li, 2020). The smaller the editing distance, the higher the quality of the  
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corresponding translation (Ajitha et al., 2020). Hou et al. proposed an automatic 
evaluation model for machine translation based on test points (Hou et al., 2020; Wang  
et al., 2021). Li and Geng (2020) brought semantic factors into the automatic scoring 
model of Chinese translation; Thotapalli et al. extracted text features from four directions 
of translation language semantic connection inertia and test points and finally established 
a translation scoring model optimised. Compared with the translation scoring model 
based on multiple linear regression, the model improved relevance by 6% (Thotapalli  
et al., 2021; Elouariachi et al., 2020). The Bingguo English composition intelligent rating 
system and the correcting website composition automatic rating system developed by 
Ouariachi et al. have been put into practical application and can give feedback 
information (Ouariachi et al., 2022; Jiang et al., 2022). Gan et al. (2021) used the  
N-Gram model to calculate the probability of sentence rationality. 

Both of these two subjective scoring techniques are becoming more and more mature. 
Therefore, the automatic scoring method of human translation can be realised on this 
basis (Mintorini and Mahmud, 2020). 

3 English automatic translation scoring model based on N-Gram 

3.1 Basic principle of apriori algorithm 
Big data technology has the advantage of being able to gather disparate data and create a 
database with the aid of contemporary network and communication technologies. Data 
connection policies are typically deleted using a priori methods. It is often used to find 
the dataset by the data value, and knowing the structure of these packages can help us 
determine, thus saving costs and increasing financial efficiency (Fei and Tian, 2020;  
Li et al., 2020). If there are four commodities: Commodity 0, commodity 1, commodity 
3, and commodity 4, and you want to know which combination of commodities are 
commonly purchased (possibly at the same time), you can see the following combination 
form by exhaustive method. 

To find collections of items (itemsets) that are often purchased together, you need to 
calculate support in the above description. For example, for the set {0,2}, when 
calculating its support, we need to traverse every record and query whether the record 
contains 0 and 2. If it contains 0 and 2, the value count is added by 1. The first step is to 
calculate the occurrence times of each member item respectively, called support degree. 
By scanning the database for the first time, the results are shown in Table 1. 

Table 1 Degree of support for various projects 

Project Support degree 
{1} 3 
{2} 6 
{3} 4 
{4} 5 

In the next step, the list of project pairs composed of all frequent items in the item set is 
shown in Table 2. For example, {1,2} indicates that 1 and 2 are in a transaction at the 
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same time (Kim et al., 2020; Boztas and Tuncer, 2021). It is not difficult to calculate all 2 
item sets and their support degree: 

Table 2 2 projects aggregate their support 

Project Support degree 
{1,2} 3 
{1,3} 1 
{1,4} 2 
{2,3} 3 
{2,4} 4 
{3,4} 3 

Next, all three project sets and their associated support can be counted, as shown in  
Table 3. 

Table 3 Projects aggregate their support 

Project Sustain degree 
{1,2,3} 1 
{1,2,4} 2 
{1,3,4} 1 
{2,3,4} 2 

3.2 N-Gram text feature extraction 

The resources integrated into big data information technology are endless, and the 
knowledge capacity brought by it is also extremely huge. Most machine learning 
algorithms require data processing, which means that text can be represented as a series 
of feature vector sets. When a word is present in the designated training text, its 
corresponding Boolean attribute value is set to 1; when it is not, it is set to 0. All of the 
feature vector’s attribute values are set to 0 in the initial state, allowing each text to be 
represented as the collection of words that make up the text (Fang and Wang, 2024; 
Meng et al., 2023). 

1 Experiments settings 

To demonstrate the efficacy of the Apriori algorithm in automatically extracting text 
features, the corpus gathered for this paper is short, covering only three themes, and each 
text is no more than 150 words. 

2 Experimental result 

We measure the effect of text classification based on word set feature vector based on 
word bag feature vector and n-gram feature vector from three measurement indexes: 
recall rate accuracy and F1 measure. First, we investigated the experimental results using 
N-gram text features, as shown in Table 4. 
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Table 4 Reuters news text classification results based on N-gram features 

TF and DF N Recall rate Precision F1 Number of features 
1 77.23 83.56 80.27 9674 
2 80.35 82.04 81.19 28,046 
3 77.57 82.75 80.08 38,647 

TF:5 
DF:3 

4 78.19 82.32 80.18 45,877 
1 77.18 83.66 80.28 6333 
2 80.06 82.07 81.05 13,599 
3 77.97 82.28 80.08 17,709 

TF:5 
DF:10 

4 78.22 82.14 80.13 20,469 
1 76.93 83.98 80.31 4069 
2 79.07 82.05 80.53 7067 
3 77.33 82.68 79.92 8758 

TF:10 
DF:20 

4 76.99 82.92 79.85 9908 

To observe the experimental results more intuitively, we drew three line charts for 
different values of TF and DF. Where the ordinate is recall rate accuracy or F1 measure 
(Shorthand for R/P/F1); The abscissa is the value of N, as shown in Figures 2–4. 

Figure 2 (T)F = 5, DF = 3 (see online version for colours) 
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Figure 3 (T)F = 10, DF = 5 (see online version for colours) 
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Figure 4 (T)F = 10, DF = 10 (see online version for colours) 
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The three figures above demonstrate that, for N = 2, the classification accuracy is highest 
when unary text features are used to represent text, but the classification recall rate and 
F1 measure are highest when binary text features are used to represent text. Overall, 
using binary text characteristics to represent text has many benefits (Pan et al., 2021;  
Yao et al., 2021). 
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4 Intelligent automatic English translation system based on feature 
extraction algorithm 

Big data information technology can handle large amounts of data. Besides, it can 
process different types of data. Data information technology can not only process some 
large and simple data but also process some complex data, such as text data, sound data, 
image data, etc. As an auxiliary tool for English-Chinese translation, it primarily uses 
word segmentation as the basis for translation and connects the segments to form the final 
translated result. Although China has begun to optimise the framework and program 
development of the translation system, few achievements have been achieved, and a 
perfect translation system has not been formed (Wang et al., 2023; Tian, 2023). 

4.1 Introduction of feature extraction algorithm 

With the development of science and technology, the application of information 
technology has become more and more extensive. This paper introduces the feature 
extraction algorithm and big data information technology, extracts the mapping of the 
best context into the translation process through the feature extraction algorithm, 
completes the standard extraction of feature context, and describes the extracted best 
context through the semantic ontology mapping model. Note that there are N meanings at 
the time of translation, including the k-type translation, the number of the Ni meanings 
(i = 1, 2, …, K), and the resulting test of k-type semantic definition Xi = {Xi1, 
Xi2, …, XiN}, X = i = 1,2, …, K; j = 1,2, …, Ni} is the result of a directional n-
dimensional vector. The basic definition process can be accomplished by the following 
limitations: 

1

1 iN

i ij
j

x
N

α
=

= ∑  (1) 

iα  is the best context ɑ selection process is: 

1

1 iK

ij
iK

α α
=

= ∑  (2) 

( )( )
1 1

iKK K

w ij ij
i j

S α α α α
= =

= − −∑∑  (3) 

( )( )
1

KK

B ij ij
i

S α α α α
=

= − −∑  (4) 

λ  is set to the optimal point of the semantic point matrix association matrix, and since f 
is the standard for measuring the degree of semantic point correlation, the value of ɑ can 
be directly related to process relationships. The mean definition of the organisation 
matrix has the highest of the K – 1 mean definitions, and since the definition resulted 
from this is R (R ≤ K – 1), the mean of the language of the features in the positive context 
can be shown as follows β : 

[ ]1 2, ,..., Rβ α α α=  (5) 
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4.2 Construction of semantic text model for automatic English translation 

To use automatic English translation, an automatic English translation has been 
developed that combines translator and semantic analysis, and the semantic ontological 
model of non-English translation is manually created. Assuming that the distribution of 
English translations is A = O = {C, HC, R, I, A}, the vague diagram of the translation is: 

[ ]: 0.5,0.5S Sθ → × −  (6) 

( ) ( ),0 ,i i is s s Sθ = ∈  (7) 

The English translation is defined as: 

, , , ,CO C I H R A<  (8) 

and: 

, , , ,CO C I H R A′′ ′ ′ ′ ′<  (9) 

In the above two formulas, the semantic feature extraction method is adopted to design 
concept lattice allocation, and the fuzzy reasoning method is adopted to obtain the 
parameter correlation parameter set of Automatic English translation: 

[ ] [ ]: 0, 0.5,0.5T S∆ → × −  (10) 

Namely: 

( ),ks K roundβ β∆ = =  (11) 

kaβ∆ =  (12) 

[ ], 0.5,0.5k ka k aβ= − ∈ −  (13) 

Based on the correlation semantic mapping method, the binary semantic fusion feature 
parameter distribution of English translation is: 

( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )2 1 1 1 1 2 2 2 2, , , , , , , , ,..., , , ,n n n ns a s a a s a a s a aω ω ω ω′ ′ ′=  (14) 

( ) ( ) ( )( )
( )

1 1
1

1
1

, ,
,

,

n
j j j j j

n
j j j

a s a
s a

a

ω

ω

− −
=

−
=

′⎛ ⎞∆ ∆⎜ ⎟
= ∆ ⎜ ⎟′∆⎜ ⎟

⎝ ⎠

∑
∑  (15) 

( ) ( )( )
( )

1 1
1

1
1

1

, ,

,

n
j j j j j

n
j j j

n
j j j

n
j j

a s a

a

ω

ω

β β

β

− −
=

−
=

=

′⎛ ⎞∆ ∆⎜ ⎟
∆ ⎜ ⎟′∆⎜ ⎟
⎝ ⎠

′⎛ ⎞
⎜ ⎟= ∆ ′⎜ ⎟
⎝ ⎠

∑
∑

∑
∑

 (16) 
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( ) 1,
n
j j j

n
j j

s a
β β

β
=

′⎛ ⎞
⎜ ⎟= ∆ ′⎜ ⎟
⎝ ⎠

∑
∑

 (17) 

Among them: 

[ ]1 1, , 0.5,0.5n
j j s S aω= = ∈ ∈ −∑  (18) 

Establish semantic evaluation index of English translation: 

( )1, 2,...,jI I j n=  (19) 

4.3 System software development and design 

1 Process 

The English automatic translation system has undergone more significant alterations as a 
result of the integration of big data information technology and feature extraction 
algorithms (Luckhoo and Peer, 2023). The following software development core process 
is designed, and the system’s software development is based on processing between 
English and Chinese, with the mapping object extraction setting of the best translation 
context serving as the core (Dong, 2024; Meghanathan, 2024). 

Step 1: system initialisation, focusing on short document collection information; Step 2: 
set up the section, mainly with the vector space of the subject word; Step 3: call system 
database to extract semantic information; Step 4: set up cyclic functions, including 
hypothesis propositions and translation criteria; Step 5: Judge whether the current 
translation meets the hypothesis. If it meets the translation criteria, enter metric 
judgement; otherwise, re-translate the translation; Step 6: Use the measurement method to 
judge whether the semantics in the current translation results are consistent with the 
original text, and give the similarity measurement results; Step 7: Based on the 
measurement results, extract the statement with the largest measurement from it and take 
it as a mapping object to take mapping processing to the translation statement and 
generate the mapping translation; Step 8: Count segmentation words in translation as test 
objects of mapping translation; Step 9: Judge whether the current translation is consistent 
with the context of the original text. If so, output the translation result; otherwise, return 
to the third step to extract semantic information again (Zhang, 2024). 

2 Program design 

Modify the system software running program, apply initialisation treatment to brief 
documents, and produce particular items by the system software development process. 
Second, call the system database by the translation requirements after extracting semantic 
information. Modify the system software’s core program by this design concept: 

BEGIN 

WordFormalt = NEWemanticfuzzy;//System software initialization processing, 
with short document collection as the processing object 
greycorrelation = NEWsemantictopic//Set up the entries, including the subject 
word vector space 
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Word = Englishtranslation (WordList)//Extracting semantic information from the 
system databaseWHILE (semanticcontextISNOTNULL){//Set loop function IF 
(Wordemanticfuzzyoptimal){//Hypothesized propositions are set as cyclic control 
conditions 

Word = fraturematching (information);//Set up the processing scheme of the 
opposite condition of the hypothesis proposition, that is, the current term is not in 
the thesaurus, then the whole search is adopted, Adjust the coefficient to complete 
the turn ELSE 

Information (reasonable);//Judge the rationality of the current translation results in 
Sim = matchingcalculation (Word, Node);//Using the measurement method, the 
consistency of the semantics in the current translation results is judged and the 
similarity measurement results are given. 

SimList.put (lauygdbgfOf (Sfgr));//Extract the statement with the largest metric and 
take it as a mapping object Word. rfregvface (If (simregrfist).Nbtjuke);//Taking 
word segmentation in translated text as a statistical object, statistical results are 
generated. 

END 

By running the above program, short documents can be translated, and the translation 
items and semantics can be set according to the translation requirements. For inconsistent 
sentences or sentences with poor consistency, the sentences with the maximum 
consistency are extracted from the translation as a reference, and the semantic standards 
of the translation are defined through mapping. According to this standard, word 
segmentation is counted. Then run this program again to take a second translation 
process, to achieve more accurate translation results. 

4.4 System test analysis 

1 Test parameter 

To verify that the system software development scheme proposed in this paper can meet 
the requirements of interactive English-Chinese translation, the system functions are 
tested in this study. The test parameters are: 

1 Phrase translation volume: 300 char. 

2 Semantic recognition efficiency: 20kbit/s. 

3 Translation rate: 13kbit/s. 

4 Short passage translation: 450 words. 

In this experiment, a random extraction method is adopted to set the translation text, and 
the text content within the set parameter range of phrase and short passage translation 
volume is randomly extracted from the database.  
 
 
 



   

 

   

   
 

   

   

 

   

    Study on English machine translation based on feature extraction algorithm 235    
 

    
 

   

   
 

   

   

 

   

       
 

1 Test Number 1: Two types of context translation are set, and the comprehensive 
revision parameter is limited to 0.1 × 10–3. 

2 Test Number 2: Three kinds of context translation are set, and the comprehensive 
revision parameter is limited to 0.2 × 10–3.  

3 Test Number 3: Two types of context translation are set, and the comprehensive 
revision parameter is limited to 0.1 × 10–3.  

4 Test Number 4: There are at most 3 kinds of contextual translation, and the 
comprehensive revision parameter is limited to 0.2 × 10–3. 

5 Test Number 5: Two types of context translation are set, and the comprehensive 
revision parameter is limited to 0.1 × 10–3. 

6 Test Number 6: Three kinds of context translation are set, and the comprehensive 
revision parameter is limited to 0.2 × 10–3. 

3 Test method 

First: correlation test 

The semantic correlation degree of the translation system largely determines the quality 
of English-Chinese translation, so the correlation degree is selected as the test index. The 
proposed translation system was used as the experimental group to translate texts 
randomly selected from 6 experiments. The correlation score ranges from 1 to 5, and the 
higher the score, the higher the correlation between the translated text and the original 
text. 

Second: weighted Latent Dirichlet Allocation (LDA) index test 

This test uses the weighted LDA index as the test index and obtains the correlation of 
translation semantics between the traditional translation system and the translation system 
in this study through a simulation test. If the LDA index can be connected in an orderly 
manner, it is considered that the translation results generated by the translation system 
have a strong semantic correlation and grasp the semantic focus of the text. If the LDA 
index distribution is scattered, the translation results generated by the translation system 
are considered to have weak semantic correlation and low translation accuracy. 
According to the setting of test times, the weighted LDA index in the 6 groups of tests 
was tested respectively. 

4 Test result 

According to the test method, the Chinese texts of the six groups of tests were translated, 
and the correlation degree of the translation was scored by experts. The results are shown 
in Table 5. The statistical results in Table 5 show that the performance of the translation 
system designed in this study is higher than that of the traditional translation system, and 
the translated version has a higher correlation. Except for the third test, which got 4 
points, the correlation degree of the other five tests reached the highest score. 

As per the experimental methodology, the text content of the experiment was 
translated six times using both the conventional translation system and the translation 
system created for this study. The corresponding weighted LDA index values were then 
produced. The distribution of the weighted LDA index in traditional translation systems 
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is relatively scattered, which shows that the correlation between vocabulary and 
semantics in translation results generated by this translation system is not very strong. It 
can be judged that the system scheme has improved the relevance of lexical meaning 
(Kim et al., 2020). 

Table 5 Correlation test results 

Test number 
Types of contextual 

translation 

Traditional translation 
system correlation 

rating 

The correlation degree 
of the translation system 
in this study was scored 

1 2 3 5 
2 3 3 5 
3 2 4 4 
4 3 2 5 
5 2 3 5 
6 3 3 5 

4.5 Interactive English-Chinese translation simulation experiment 

1 Parameter determination 

Experimental parameters are set, in Table 6. 

Table 6 Test parameter 

Basic parameter Data value 
Phrase translation 300 
Short translation 450 
Translation 12 
Semantic recognition rate 20 

The experiment designed in this paper requires a random selection of experimental 
objects. Certain conditions and restrictions on experimental objects are shown in Table 7. 

Table 7 Set up test data 

Test number Types of contextual translation Comprehensive revision parameter 
1 2 0.1 × 10–3  
2 3 0.2 × 10–3 
3 2 0.1 × 10–3 
4 3 0.2 × 10–3 
5 2 0.1 × 10–3 
6 3 0.2 × 10–3 
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2 Outcome analysis 

Figure 5 displays the number of node control points in the translation process. The 
translation control distribution map created in this paper is shown on the left, indicating 
that the distribution is comparatively balanced. The traditional English-Chinese 
translation system’s translation control distribution is shown on the right. Restrained 
distribution might reflect the link between semantics and context of the translation system 
(Boztas and Tuncer, 2021; Fang and Wang, 2024). The feature extraction algorithm-
based interactive English-Chinese translation system designed in this paper has a 
compact distribution of translation node control points without loose distribution, 
indicating a high translation accuracy. 

Figure 5 Comparative test results (see online version for colours) 
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The comparison of weighted LDA indices is shown in Figures 6 and 7. 

Figure 6 Weighted LDA index comparison Diagram 1 
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Figure 7 Weighted LDA index comparison Diagram 2 (see online version for colours) 
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The analysis of the figure above shows that the weighted LDA indices of the English-
Chinese interactive translation system based on the feature decompression algorithm 
developed in this paper can be coordinated and distributed in an orderly manner, resulting 
in a traditional English translation. There is no correlation between the weighted LDA 
index in the Chinese translation system (Meng et al., 2023). The unweighted LDA index 
is a measure of semantic depth connection in the translation process. When weighted 
LDA indexes are connected in an orderly manner, it indicates that the translation process 
is vivid and deep; when weighted LDA indexes are scattered, it indicates that the key 
points of translation semantics are not grasped. 

5 Conclusion 

Big data information technology has brought value to data scattered around the corners of 
social production and life. Big data technology summarises, analyses, and changes human 
society in the form of quantitative data, thus making human society develop towards 
digitalisation, automation, and intelligence. When a big data stream collides with other 
technologies, it will burst out with greater power. Therefore, the application of big data in 
various fields marks only a beginning, with no foreseeable end, and holds limitless 
potential for the future. The automatic English translation system makes a detailed 
analysis of English lexical features using semantic analysis, and words using the semantic 
fuzzy matching phrase automatic analysis method. This paper describes the English-
Chinese translation based on a special decision algorithm. To select the semantics of the 
features, a character extraction algorithm is introduced, a standard semantic ontology 
mapping is developed, and a good solution for the English-Chinese translation algorithm 
is selected. Finally, the English-Chinese translation process is coded. In conclusion, the 
development of an automatic English translator based on a combination of translator 
intelligence and phrase translation can improve the intelligence and automation of 
translation. The design process has two main components: software system design and 
translator algorithm design. The combination of content analysis and translation has 
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enhanced the automatic translation system, and the software created by the automatic 
translation is shown appropriately. The test’s outcomes demonstrate the system’s high 
degree of automation, speech, interpretation, and intelligence. 
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