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Abstract: With the increasing prominence of psychological health problems of 
students in colleges and universities, efficient and accurate identification of 
psychological states has become an urgent issue. To address this issue, this 
paper proposes a psychological monitoring system for college students based 
on affective computing and behavioural trajectory analysis (AffectPath-PM). 
The system firstly extracts students’ multimodal characteristics by using the 
affective computing module, secondly obtains the characteristics of different 
patterns through the analysis of behavioural trajectories, and finally real-time 
monitoring and intervention is achieved by combining comprehensive 
assessment and early warning feedback. Experimental results indicate that the 
overall performance of this system demonstrates an average improvement of 
approximately 4.5% compared to the reference method. Small-scale validation 
experiments also demonstrate its applicability and scalability. This system 
offers universities a comprehensive and efficient mental health monitoring 
solution, possessing significant practical value. 

Keywords: affective computing; behavioural trajectory analysis; psychological 
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1 Introduction 

In recent years, the psychological pressure on university students has increased 
dramatically due to rapid social and economic development and the ongoing 
strengthening of the competitive environment (Ahmed et al., 2023). Academic strain, 
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employment pressure, interpersonal disputes, and difficulties in adaptation are 
interconnected, resulting in a significant prevalence of psychological health issues among 
college populations. The report on the growth of psychological health education in 
China’s colleges and universities says that 20 to 30 percent of college students go through 
some kind of psychological distress while they are in school (Ali et al., 2025). 
Depression, anxiety, loneliness, and adjustment disorders are the most common. The 
same kinds of patterns have been seen all around the world. Research conducted in the 
USA, the UK, and Australia has indicated a persistent increase in the prevalence of 
psychological health issues among college students over the previous decade, 
characterised by youth, invisibility, and complexity. Psychological issues, if not 
addressed promptly and effectively, can lead to a decline in academic performance, 
increased dropout rates, social isolation, and even extreme behaviours, resulting in 
irreversible consequences for personal development, family dynamics, and societal  
well-being. Consequently, the timely and effective detection and intervention of 
psychological problems is a critical objective of psychological health education in higher 
education institutions. 

Currently, psychological health monitoring in colleges and universities predominantly 
depends on conventional methods, including psychological assessment questionnaires, 
routine interviews, and self-reporting. While these approaches are significant for 
psychological health education, they also exhibit clear limits. Assessments and interviews 
are typically performed in phases, hindering real-time monitoring of psychological health 
and complicating the prompt detection of mild emotional fluctuations. Due to students’ 
personal will and psychological defence systems, some psychological anguish may be 
hidden on purpose or by accident throughout the assessment, which might lead to 
inaccurate results (Bin et al., 2025). The psychological health centre needs a lot of people 
and time to do manual interviews and data analysis, which makes it hard to keep track of 
people’s psychological health across the university on a regular basis. The traditional 
approach also does not work well with multi-dimensional data, which makes it hard to 
fully show how students’ psychological states change over time. This makes it hard to 
notice changes and take action in practice. 

As information technology keeps getting better, schools and universities have 
gathered a lot of digital data about students’ lives and learning (Das and Singh, 2023). 
This makes it possible to create a psychological monitoring system that is more objective, 
continuous, and less intrusive. The advancement of affective computing technologies has 
enabled the deduction of individual emotional states from multimodal data, including 
voice tone, facial expression, body position, and textual semantics (Guo et al., 2022). 
This device can detect changes in mood without being invasive, making it useful for 
long-term use in everyday life and learning. It also has a lot of potential uses in areas 
including education, healthcare, and public safety. Behavioural trajectory analysis 
technology has also been very popular in the last few years (Bisogni et al., 2022). It can 
show students’ behavioural traits, like where they spend their time, how often they 
socialise, and how they work and rest, by using data like Wi-Fi positioning, Bluetooth 
beacons, campus card swipe records, library borrowing, and classroom attendance. There 
is a strong link between these behavioural patterns and their psychological states (Gupta 
et al., 2021). For instance, smaller activity zones, less time spent with friends, and 
changes in work schedules are all signals that psychological health is getting worse  
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(Di Credico et al., 2024). The growth of these technologies gives psychologists new ways 
to keep an eye on people and new tools to do so. 

There are pros and cons to using only one method for affective computing or 
behavioural analysis. Affective computing is very good at recognising short-term 
emotions, but things like background noise, camera angles, and lighting can easily get in 
the way. Behavioural trajectory analysis can show long-term habits and changes in mood, 
but it takes a while to pick up on changes in mood right away (Dong et al., 2023). 
Combining the two can give a more complete picture of psychological states across time: 
affective computing gives quick input on short-term mood changes, while behavioural 
trajectory analysis shows changes in long-term behavioural patterns. Multimodal fusion 
analysis can significantly enhance the precision and reliability of psychological 
monitoring, mitigate errors stemming from a singular data source, and offer technical 
assistance for the development of a comprehensive psychological health management 
system at universities (Elijah and Oladayo, 2024). 

Based on the above background, this study aims to design AffectPath-PM, a 
psychological monitoring system for university students based on affective computing 
and behavioural trajectory analysis (Ezerceli and Dehkharghani, 2024). The conduct of 
this study has important scientific and practical significance. At the level of scientific 
research, this study introduces a multimodal fusion method of affective computing and 
behavioural trajectory analysis in the field of psychological health monitoring, which can 
theoretically explore the interactive relationship between emotions and behaviours, and 
provide a reference for the methodological innovation of artificial intelligence (AI) 
technology in the application of psychology (Farahsari et al., 2022). At the level of social 
and educational management, by identifying psychological risk groups in advance, it can 
effectively reduce the incidence of psychological crisis events and promote the healthy 
growth of students; at the same time, it can provide educational decision-makers with the 
basis for data-based interventions, and promote the transformation of the mental health 
management mode of colleges and universities to be proactive, precise and intelligent. At 
the level of engineering practice, the design and implementation of the system can 
provide a set of landable and sustainably operated technical solutions for psychological 
health management in universities, reduce the reliance on manual interviews and single 
assessments, and improve the coverage and efficiency of psychological health services 
(Hayes and Hofmann, 2021). 

In conclusion, the psychological monitoring system for university students, founded 
on affective computing and behavioural trajectory analysis, addresses the shortcomings 
of traditional psychological health monitoring methods in terms of timeliness, objectivity, 
and comprehensiveness, while also establishing a robust data foundation for scientific 
and precise psychological intervention. Its implementation is crucial for improving 
psychological health services in colleges and universities, averting psychological crises, 
and refining educational management practices; it also offers a pragmatic solution for the 
advanced integration of AI technology in psychological health. 

2 Related technologies 

2.1 Affective computing 

Affective computing is a significant study domain at the intersection of AI with 
psychology, cognitive science, neuroscience, and other multidisciplinary fields, seeking 
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to enable computers to recognise, comprehend, express, and respond to human emotions. 
Picard originally came up with the idea in 1995, and the goal was to make it easier for 
people to engage with computers in a way that was more like how people communicate 
with each other (Birimoglu and Begen, 2021). Traditional computing systems are more 
focused on logic and data processing. With affective computing, machines can now take 
into account how people are feeling when they process information (Jabeen et al., 2023). 
This leads to big improvements in personalised services, decision support, and overall 
experience of interacting with technology. Affective computing has progressed from 
initial rule-based reasoning techniques to a multimodal intelligence processing phase, 
centred on machine learning (ML) and deep learning (DL) (Kong et al., 2024). It has 
made significant advancements in speech recognition, computer vision, and physiological 
signal analysis. 

Four stages of emotion perception, modelling, recognition, and interaction make up 
the main research areas of affective computing. Emotion perception primarily entails the 
collection of emotion-related signals via diverse sensors and data sources, such as facial 
expression photos, vocal intonations, heart rate fluctuations, electrical skin reactions, 
gestural motions, and others. In their raw form, these signals frequently have a lot of 
noise and additional information, therefore they need to be processed to get rid of these 
things. Fourier transform (FT)-based analysis, Mel frequency cepstral coefficient 
(MFCC) analysis, local binary pattern (LBP) features, and convolutional neural network 
(CNN) automatic feature learning are all common ways to do this. After feature 
extraction is finished, emotion modelling is the process of putting these features into the 
emotion space (Kumar et al., 2025). Discrete classification models, like Ekman’s six 
categories of emotions (happy, sad, angry, fearful, surprised, and disgusted), and 
continuous-space models, like the two-dimensional valence-arousal model, are two 
examples of common emotion representation models. In the valence-arousal model, 
valence stands for the pleasantness of the emotion and arousal stands for the activation of 
the emotion. In continuous space emotion modelling, the characteristics of various 
modalities can be correlated with emotion variables by the subsequent formula: 
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where xi is the ith feature variable, wi is its weight in predicting emotions, and f(.) is a 
nonlinear mapping function, like softmax or sigmoid. The formula gives a single 
computing framework for multimodal affective computing fusion, and the accuracy of 
recognising emotions can be increased by optimising the weight allocation. 

In the emotion recognition stage, the system must assess the user’s present emotional 
state utilising characteristics and modelling outcomes. Support vector machine (SVM) 
and hidden Markov model (HMM) are two examples of classifiers that are commonly 
used in traditional methods. Recently, however, DL architectures like recurrent neural 
network (RNN), long and short-term memory network (LSTM), and transformers have 
done very well at time-series sentiment analysis, which is the study of how emotions 
change over time (Latif et al., 2023). Moreover, the measurement of sentiment intensity 
is a significant concern in emotional computing, which fundamentally involves executing 
a weighted summation according to the varying degrees of contribution of distinct 
elements to sentiment labels, for instance: 
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where S is the intensity of the emotion, mi is the score for the ith modality, and αi is the 
weight coefficient for the modality. By assigning appropriate weights, the significance of 
various modalities in emotion identification can be equilibrated, hence enhancing the 
system’s capacity to detect intricate emotional states. 

The methodologies in emotional computing encompass multimodal perception and 
fusion, feature engineering and automatic feature learning, emotion modelling and 
classification, as well as the design of emotion interaction strategies. At the perception 
level, the advancement of multimodal fusion technology enables the system to 
concurrently leverage various information sources, including visual, auditory, and 
physiological data, to mitigate errors arising from reliance on a singular signal. The use 
of technologies like CNN, graph neural network (GNN), and temporal modelling 
networks at the feature engineering level greatly increases the accuracy and 
generalisation of emotion recognition (Ma et al., 2024). Affective computing systems 
must not only identify emotions but also provide natural, emotionally coherent responses, 
such as modulating voice synthesis, altering a virtual character’s facial expression, or 
demonstrating empathy in conversation. 

In addition to the aforementioned methods, self-supervised learning has emerged as a 
promising AI technique in affective computing. By leveraging unlabeled data for  
pre-training, self-supervised models can learn robust emotional representations without 
extensive manual annotations, thereby enhancing the system’s adaptability to diverse 
emotional expressions and reducing reliance on labelled datasets. This approach is 
particularly beneficial in real-world scenarios where labelled emotional data is scarce or 
costly to obtain. 

Affective computing has previously been used in a lot of different areas. In education, 
intelligent teaching systems can figure out how students are feeling in real time and 
change the way they teach; in healthcare, mental health monitoring and rehabilitation 
training platforms help with diagnosis and treatment by looking at how patients’ 
emotions change; in entertainment and gaming, emotion-driven plot generation and 
interactive experiences make things more immersive; and in customer service and 
human-computer interaction, emotion recognition systems help customer service workers 
or robots improve communication and make customers happier. Emotion recognition 
systems can assist customer care workers or robots enhance communication methods and 
make users happier in the fields of customer service and human-computer interaction. 
These applications demonstrate that emotional computing is not just a prominent area of 
academic inquiry but also a significant avenue for the advancement of AI. 

In the future, the development trend of affective computing focuses on several 
aspects: first, the combination with large-scale pre-training models (LLM) (Mira et al., 
2024), which makes the emotion recognition and expression ability more natural and 
diversified; second, the introduction of explainable artificial intelligence (XAI) to solve 
the problem of transparency and traceability of emotion recognition results; third, the 
improvement of privacy protection and ethical norms, to ensure that the collection, 
storage and use are legally compliant; and fourth, research on cross-cultural emotion 
computing to improve the adaptability and accuracy of emotion recognition systems in 
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different cultural contexts. As these areas continue to grow, emotional computing is 
likely to become a more important part of the future era of human-machine symbiosis. 

2.2 Behavioural trajectory analysis 

Behavioural trajectory analysis is a significant study avenue within data science and AI, 
primarily concentrating on uncovering individual behavioural patterns, preferences, and 
possible trends through the collection and processing of their spatial-temporal activity 
data. The swift advancement of smart sensors, mobile devices, and IoT technologies 
enables the real-time and continuous recording and analysis of the vast data produced by 
human behaviours (Mobini Seraji et al., 2025). This facilitates data support and  
decision-making for personalised services, urban management, public safety, health 
monitoring, and numerous other domains. Behavioural trajectory data typically 
encompasses an individual’s location coordinates, mobility paths, duration of residence, 
interaction events, and other relevant metrics. Mining this data reveals behavioural 
patterns and trends at both macro and local levels. 

The main purpose of behavioural trajectory analysis is to model and understand data 
that shows how things change across time and space. The trajectory points of a person on 
a time series often include geographic coordinates and time stamps. In trajectory analysis, 
some of the most important things to do are to pre-process trajectories (for example, by 
denoising and complementation), mine trajectory patterns (for example, by finding 
frequently visited places and path similarity), find behavioural anomalies, and predict 
trajectories. In practice, the high-dimensional spatial-temporal properties and huge scale 
of trajectory data make it hard to analyse (Seth and Feng, 2021). This has led academics 
to come up with a number of statistical, ML, and DL-based algorithms to make the 
process faster and more accurate. Interpolation is frequently employed during the  
pre-processing phase to enhance data quality by filling in missing trajectory points, 
eliminating aberrant data, and synchronising trajectory data temporally to guarantee the 
precision of subsequent analysis. 

The measure of trajectory similarity is one of the fundamental problems in 
behavioural trajectory analysis. Commonly used methods compute the minimum 
cumulative distance between two trajectory sequences by nonlinearly aligning them. 
Such methods can effectively measure the similarity of trajectory shape and time 
dimensions, and are widely used in trajectory clustering, classification and anomaly 
detection. In addition, some improved distance-based algorithms, such as edit distance 
and density-based metrics, have been introduced to suit the needs of trajectory 
comparison in different scenarios (Straczkiewicz et al., 2021). With accurate similarity 
metrics, the system can better identify behavioural patterns and anomalous behaviours, 
improving the relevance and usefulness of the analysis. 

In terms of behavioural pattern mining, clustering analysis and sequence pattern 
mining are the two main techniques. Trajectory clustering aims to group trajectories with 
similar spatial and temporal distributions to discover common activity areas or paths, 
while sequence pattern mining focuses on the temporal order of behavioural events, 
revealing regular behaviours of individuals or groups through frequent pattern mining. In 
recent years, DL-based trajectory representation learning methods have emerged, using 
models such as RNN and GNN to automatically extract spatial-temporal features of 
trajectories, which significantly improves the ability of behavioural understanding. For 
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example, trajectory data is mapped to potential space for encoding, and then the 
trajectory is reconstructed by decoding to achieve trajectory anomaly detection and future 
behaviour prediction (Barneveld et al., 2022). Meanwhile, the researchers also explore 
the use of self-supervised learning methods to pre-train trajectory models on unlabeled 
data to reduce the dependence on a large amount of labelled data and improve the 
generalisation ability and adaptability of the models. 

Furthermore, GNNs have been increasingly applied to model complex  
spatial-temporal dependencies in behavioural trajectories. By representing locations and 
their interactions as graph structures, GNNs can capture the relational patterns between 
different activity nodes, such as transitions between dormitories, libraries, and cafeterias. 
This enables more accurate prediction of students’ future behaviours and early detection 
of anomalous activity patterns, thereby enhancing the predictive capability of the 
behavioural trajectory analysis module. 

In conclusion, behavioural trajectory analysis uncovers behavioural patterns and 
probable laws by thoroughly examining individual spatial-temporal activity data, offering 
significant assistance for intelligent applications across several domains. As data 
collecting technology and computational models keep getting better, behavioural 
trajectory analysis will become increasingly important for understanding how people act, 
making better use of resources, and improving smart services. The study focuses on 
integrating multi-source data while prioritising privacy protection indicates that this field 
will be essential in the future development of an intelligent society. 

2.3 Psychological monitoring of students in higher education 

As competition in society gets tougher and colleges and universities keep improving their 
education systems, the psychological health of students has become a major concern for 
academics, education administrators, and people from all walks of life. University 
students are at a very important time in their lives when their minds and behaviours are 
changing quickly. This is also a time when psychological health problems are very 
common. Students’ psychological health is greatly affected by a number of pressures, 
including their academic workload, relationships with others, plans for the future, and 
how they see themselves. Timely and effective psychological monitoring not only 
facilitates the early identification and intervention of students’ psychological issues but 
also supplies data to assist universities in developing scientifically informed 
psychological health management policies, thereby safeguarding students’ physical and 
mental well-being as well as campus safety. 

Early research on psychological monitoring at higher education institutions 
predominantly utilised psychological assessment instruments and manual interviews, 
encompassing structured and semi-structured questionnaires, psychological scale 
evaluations, and case interviews with psychological counsellors. The Minnesota Multiple 
Personality Inventory (MMPI), Beck Depression Inventory (BDI), and Self-Assessment 
Scale for Anxiety (SAS) are some of the most used psychological tests used to screen 
college students (Vaziri et al., 2024). These measures evaluate students’ psychological 
states using quantitative methods, demonstrating a level of scientific validity and 
operational simplicity, therefore establishing themselves as fundamental instruments 
within the psychological community. But these methods are clearly not perfect. First, 
they depend on students’ subjective reports, which can be biased because of their 
psychological defence mechanisms and social expectations. Second, the assessments are 
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usually done on a regular basis, which makes it hard to see how students’ psychological 
health changes over time. Third, interviews and assessments rely heavily on 
professionals, which makes it hard to do large-scale, all-weather monitoring. 

As information technology advances, data-driven psychological monitoring 
techniques are progressively evolving. Colleges and universities have started to utilise 
various forms of behavioural data produced by campus management systems, including 
student attendance, grades, book borrowing, and campus card expenditures, as indirect 
indications of psychological health. By looking at students’ daily behavioural routes, time 
distributions, and activity patterns, behavioural trajectory analysis finds the link between 
behavioural problems and psychological health risks. This information is then used to 
create a data-driven psychological risk prediction model. This method transcends the 
subjective constraints of conventional self-report assessments, facilitating a more 
objective, real-time evaluation of psychological status. At the same time, multimodal data 
fusion has been used in the field of psychological monitoring (Yoo and Kim, 2022). 
Multimodal data encompasses text (such as students’ forum speeches and open-ended 
questionnaire responses), audio (telephone consultation recordings), video (facial 
expression monitoring), physiological signals (heart rate, galvanic skin response), and 
behavioural logs, among others. By integrating various data types, it provides a 
comprehensive representation of students’ psychological status. This combination not 
only adds to the field of psychological monitoring and makes it more accurate, but it also 
gives technological support for the dynamic perception of psychological health and 
emotional state. 

Affective computing, a key area of AI, has made a big difference in how we can keep 
an eye on the psychological health of college students. The system can automatically 
figure out students’ facial expressions, speech tones, and emotional information in the 
text using computer vision and natural language processing. It can even recognise 
emotional states without the user noticing. Micro-expression detection in facial 
expression analysis can show possible changes in emotions, voice emotion recognition 
looks at the strength and type of emotions the speaker is feeling, and text emotion 
analysis looks at the emotional patterns in students’ social media, forums, and online 
assignments. The combination of these technologies makes psychological monitoring far 
more accurate and responsive in real time. Also, because smartphones and wearable 
gadgets are so ubiquitous, monitoring someone’s mental state based on their bodily 
signals is slowly becoming a reality. Physiological indicators, including heart rate 
variability (HRV), sleep quality, and activity level, are intricately linked to psychological 
health (Zhou et al., 2024). By systematically collecting and analysing these indicators 
over an extended duration, it is possible to detect early signs of alterations in 
psychological status, thereby establishing a scientific foundation for the proactive 
identification of psychological risks. 

Using ML and DL algorithms has made it much easier to identify psychological risks. 
Many people have utilised traditional ML algorithms like SVM, decision tree (DT), and 
random forest (RT) to classify psychological health. DL techniques, particularly RNN, 
LSTM, and attention mechanism models, are adept at analysing time-series behavioural 
and emotional data, effectively capturing intricate nonlinear correlations and temporal 
dynamics. Multimodal models provide for a thorough evaluation of students’ 
psychological health by concurrently integrating facial expressions, speech, text, and 
behavioural data. These models not only make predictions more accurate, but they also 
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let counsellors do in-depth studies of the origins of risk and the most important emotional 
elements. In the last few years, new technologies like self-supervised learning and 
reinforcement learning have been added to the model to make it even better at 
understanding and adapting to changes in psychological states that are hard to grasp. 

Some universities have created comprehensive psychological health monitoring 
platforms that include four parts: data collecting, psychological assessment, danger alert, 
and intervention assistance. The software uses AI algorithms and data fusion from several 
sources to keep an eye on kids’ psychological health and manage risk categorisation. 
Once the monitoring system finds those who are at high risk, it can automatically send 
out early warning messages and suggest personalised intervention strategies to help 
psychological counsellors do targeted counselling. Online psychological counselling 
services are also linked with psychological health education to make a complete system 
of psychological health assistance. Students’ psychological health awareness and ability 
to control their own behaviour improve through psychological health education classes, 
the spread of psychological knowledge, and self-help assessments. This lowers the 
number of psychological issues. 

Even if technology is always becoming better, keeping an eye on the psychological 
health of college students is still quite hard. First, protecting people’s privacy and dealing 
with ethical issues are becoming more and more important. Psychological data contains 
very private information about people. The key to system design and promotion is to 
preserve students’ right to know and keep their data safe while still using it. Second, data 
gathering is sometimes interrupted, partial, or affected by noise, which makes the 
monitoring system less accurate and reliable. Third, the model’s ability to generalise is 
restricted, and the algorithms that are already in use do not adapt well to varied cultural 
backgrounds, genders, and individual variances. This makes it hard to make sure that the 
model works for everyone. Fourth, the technologies for standardising, synchronising, and 
combining multimodal data are still in their early stages, which makes it harder to 
combine information from different sources. Fifth, multidisciplinary collaboration is still 
not enough, and the deep integration of psychological theories and computer technologies 
is still not enough. This limits the system’s ability to innovate and use it in new ways. 

In the future, the advancement of psychological monitoring for university students 
will exhibit the following trends: Using wearable devices, environmental sensors, and 
mobile terminals together to collect data in all weather, in many different places, and 
without any sensory input. This data covers many different aspects of psychological 
health and makes sure that the data is both accurate and complete. Use cutting-edge 
technology like federated learning and differential privacy to make it safe to share and 
work together on data across different platforms and organisations while still 
safeguarding people’s privacy. To make the model more generalisable and clearer, 
combine self-supervised learning, multi-task learning, and interpretable AI technologies. 
This will help the system adapt to changes in diverse people and circumstances, enhance 
monitoring accuracy, and build user trust. Adapt the monitoring strategy in real time 
based on each student’s unique traits, the environment, and their mental state. Combine 
this with psychological intervention techniques to provide personalised and accurate 
psychological health care. At the same time, it strengthens the close cooperation among 
multiple disciplines, such as psychology, education, computer science, ethics, etc., 
promotes the deep integration of theory and technology, and promotes the development 
of the psychological monitoring system in the direction of scientific, standardised and 
humanistic care at the same time. 
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In general, the field of psychological monitoring of college students has changed and 
improved from traditional manual assessment to multimodal data fusion and intelligent 
technology driven. In the future, technological advancements and institutional protections 
will enhance psychological monitoring in colleges and universities, facilitating improved 
management of students’ psychological health, enabling early detection, precise early 
warning, and tailored intervention, while assisting in fostering a positive and healthy 
environment that promotes students’ physical and mental well-being and comprehensive 
development. 

3 Methodology 

AffectPath-PM is a psychological monitoring system for college students that uses 
affective computing and behavioural trajectory analysis to keep track of students’ 
psychological health in a dynamic, thorough, and accurate way. See Figure 1. The system 
collects data from many different places and uses it to construct a multi-dimensional 
psychological profile of pupils by looking closely at their emotional expressions and 
behavioural patterns. This lets them warn and intervene early if there is a risk. Below is a 
detailed description of how these four main components were designed and put into use. 

3.1 Affective computing module 

The affective computing module is the most important aspect of the AffectPath-PM 
system. It is responsible for capturing and precisely analysing the emotional state of 
university students in real time. The module is meant to mix visual and textual modal 
information to accomplish multi-dimensional and multi-angle emotion perception. This is 
necessary because the campus has a lot of different situations and changes in the 
environment. The module first uses cameras setup in important parts of the campus to 
record video of students’ facial expressions in real time. It then uses CNN to extract 
features from the image data. CNN can automatically learn the relationship between 
changes in facial muscles and different emotional states. It does this by using the 
activation function f(.) to create a feature map F from the input image data X after the 
convolution kernel W and bias term b have been applied. The module is also made to use 
cameras setup in important parts of the campus to see and analyse students’ facial 
expressions in real time: 

( )F f W X b= ∗ +  (3) 

This method accurately pulls out the main emotional aspects of the student’s face, which 
is a good starting point for further classification. After going through multi-layer 
convolution and pooling, the model slowly concentrates on small changes in facial 
expressions and micro-expressions to better recognise complex emotions. The softmax 
function turns the model’s final output into the probability distribution of each emotion 
category. It does this by: 

( )
c

k

z

face z
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where zc is the score corresponding to mood category c. The probability value intuitively 
reflects the confidence level of the student’s current mood. 

Figure 1 Framework of psychological monitoring system for university students  
(see online version for colours) 
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Meanwhile, the textual sentiment recognition analyses students’ online textual data, 
covering a variety of sources such as social media statements, psychological 
questionnaires and emails. To get the text sentiment likelihood, the linear layer and 
softmax classify the text variable H[CLS]: 

( )[ ]softmax( )text cls CLS clsP c W H b= +  (5) 

where Wcls and bcls are the parameters that define the categorisation. This method can 
accurately detect changes in pupils’ emotions using written words, which is a useful 
addition to visual recognition that does not always work well. It works best when 
emotional expressions are not clear. 

To enhance the precision and resilience of the overall emotion assessment, the 
affective computing module employs a weighted fusion technique to integrate the 
emotion probability distributions from facial expression and text: 

( ) ( ) ( )1 ) (final face textP c P c P c= ⋅ + − ⋅α α  (6) 

Historical data training automatically changes the weighting coefficient α so that the 
system can adapt to changing acquisition conditions and data quality to get the optimal 
fusion effect. The fusion method not only makes emotion recognition more stable, but it 
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also lets the system keep working well even when one of the modes is missing or is 
interfering with it. 

The affective computing module also has a full data pre-treatment and quality control 
system. Facial photos are de-noised and normalised to lessen the effects of changes in 
lighting and posture. Text data is pre-processed with word segmentation, de-duplication, 
and spelling correction to make text analysis more accurate. The module also allows for 
real-time data updates and the analysis of historical emotion trajectories, giving dynamic 
and multi-level emotion information for the next full assessment of psychological state 
and danger warning module. 

The module’s design not only answers the need for quick and accurate emotion 
recognition for monitoring the psychological health of college students, but it also makes 
the system more flexible and able to resist interference by combining different types of 
data. The AffectPath-PM system can show how students’ moods change in real time, find 
possible psychological problems, give a scientific basis for psychological health 
intervention, and effectively promote psychological health management and risk 
prevention and control of university students through the affective computing module. 

3.2 Behavioural trajectory analysis module 

Behavioural trajectory analysis module is an important part of AffectPath-PM system, 
aiming at revealing the correlation between the behavioural patterns and psychological 
state of university students through in-depth excavation of their daily behavioural 
trajectories, so as to achieve the auxiliary monitoring and early warning of psychological 
health. The module collects data from multiple sources on campus, including Wi-Fi 
positioning systems, Bluetooth beacons, campus card swipe records, and mobile phone 
apps. It then uses this data to create a database of each student’s behavioural trajectories, 
including their location and activity time sequences. Behavioural trajectory data not only 
shows how pupils walk, but also how they interact with others and how they live their 
lives. This is a crucial part of the dynamic analysis of psychological state. 

In terms of data processing, the behavioural trajectory analysis module first cleans 
and pre-processes the gathered raw location information to remove noise points and 
anomalous data to ensure the continuity and correctness of the trajectory. Next, the 
continuous spatial location points S are linked to different parts of the campus map that 
serve a specific purpose, including teaching buildings, dormitory spaces, cafeterias, 
libraries, and so on. This is how the trajectories get their semantic meaning. Mining the 
spatial-temporal aspects of these data is the basis of this module, specifically,  
density-based spatial clustering of applications with noise (DBSCAN) is used to identify 
the students’ stopover sites and activity hotspots, and the clustering results are expressed 
as: 

{ ( ) }{ },j j k k jC c c p S dist p μ ò= = ∈ ≤  (7) 

where C is the set of clusters, μj is the centre of the jth cluster, ϵ is the spatial distance 
threshold, and dist(.) is the distance function. The method successfully identifies 
students’ high-frequency activity zones and transient stopping locations, facilitating the 
comprehension of their daily habits and behavioural patterns. 

The temporal distribution of behavioural trajectories is significant; the module 
develops a time series model to examine students’ routines and behavioural diversity by 
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quantifying their activity density across various time intervals. The entropy value H is 
used to figure out how complicated and stable the behaviour patterns are: 

1

log
m

i i
i

H p p
=

= −  (8) 

where pi is the chance that pupils will show up in the ith activity area or behaviour pattern, 
and m is the number of areas or behaviour categories that are separated. A high entropy 
value means that the students’ activities are interesting and varied, and that life is going at 
a normal pace. 

The behavioural trajectory analysis module and the affective computing module work 
together to create a multi-dimensional psychological portrait by combining behavioural 
patterns and emotional states. By combining geographical behavioural aspects with 
emotional data, the system can find unusual psychological patterns that are hard to find 
with just one type of data. This makes for a more complete and scientific mental health 
assessment. 

At the same time, the module design strictly adheres to the principle of data privacy 
protection, adopting data anonymisation and encryption technologies to safeguard the 
security of students’ personal information. The system accomplishes real-time 
behavioural monitoring and analysis of extensive student groups while ensuring privacy 
protection, effectively addressing the essential requirements of psychological health 
management in higher education institutions. 

To sum up, the behavioural trajectory analysis module shows how students’ daily 
behaviour can be linked to their psychological health. It also provides strong data support 
for psychological health intervention in universities, encourages the psychological 
monitoring system to move from just identifying emotions to doing a full behavioural 
analysis, and makes campus psychological health management smarter and more 
accurate. 

3.3 Comprehensive psychological state assessment module 
The module is an important part of the AffectPath-PM system. It combines the 
multidimensional data from the affective computing module and the behavioural 
trajectory analysis module to create a complete, dynamic, and scientific evaluation of the 
psychological health of college students. The module’s goal is to go beyond the limits of 
a single source of information and combine visual emotion, textual emotion, and 
behavioural trajectory features to create a more accurate and timely way to monitor 
psychological health. 

The integrated assessment module first gets the fusion probability distribution Pfinal(c) 
of facial expression and textual emotion from the affective computing module. This 
shows how the student is feeling right now. At the same time, it gets multidimensional 
behavioural features from the behavioural trajectory analysis module, such as behavioural 
entropy value H, activity clustering result C, and abnormal behavioural indicators. To 
achieve effective data fusion, the module utilises feature-level fusion technology, which 
uniformly translates modal features into a high-dimensional feature space and creates 
comprehensive feature variables. 

[ ],( ) ( ) ), (,finalF P c H C ψ A= φ  (9) 
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where ϕ(C) is the numerical representation of the trajectory clustering features and ψ(A) 
is the quantitative value of the abnormal behaviour indicator. The composite feature 
variable holds important information on feelings and actions that can give a full picture of 
how children are feeling mentally. 

The module creates an ML-based psychological state classifier so that it can 
intelligently analyse the composite features. The classifier learns how to tell if pupils are 
in danger of having psychological health problems by applying a number of different 
algorithms. During training, the model parameters are optimised using labelled historical 
data to improve the accuracy and recall of the classification, which is necessary for the 
risk warning to work. The classifier’s method of making decisions can be written down 
as: 

( );y f F θ=  (10) 

where y is the label for the mental state category (for example, normal, slightly abnormal, 
or severely abnormal), f is the classification function, and θ is the model parameter. This 
gives campus psychological health management strong technical support and a basis for 
making decisions, and it pushes the development of university psychological services 
toward intelligence and personalisation. 

The module design also takes into account the data’s noise and uncertainty. It uses 
probabilistic methods like Bayesian inference to give confidence indications to the 
assessment results. This makes the system’s decision-making clearer and more reliable. 
The assessment results not only serve as the basis for mental health warning but also 
enable counsellors and mental health centres to create tailored intervention plans and 
obtain correct psychological services. 

To further improve the interpretability and performance of the psychological state 
classifier, an attention mechanism is incorporated into the model. This AI technique 
allows the system to dynamically weigh the importance of different features, such as 
emotional intensity, behavioural entropy, and activity clusters, during the classification 
process. By focusing on the most relevant indicators for each student, the attention 
mechanism enhances both the accuracy and transparency of psychological risk 
assessment, facilitating more targeted and understandable intervention recommendations. 

3.4 Early warning and feedback module 
The early warning and feedback module is the last part of the AffectPath-PM system that 
can dynamically check on university students’ psychological health. Its job is to find 
psychological risks based on the results of a full assessment and give feedback to the 
right management staff or the students themselves as soon as possible. By creating a 
scientific early warning system and a multi-level feedback system, the module makes it 
possible to actively monitor and intervene in abnormal psychological states. This 
improves the intelligence and accuracy of psychological health services in colleges and 
universities. 

More specifically, the early warning module gets the psychological risk score S from 
the complete psychological state assessment module first. This number shows how 
abnormal the student’s current psychological condition is in a general way. The system 
creates a multi-level warning model based on thresholds to make sure that the early 
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warning is both scientific and tailored to each person. The warning threshold is set as τ, 
when the psychological risk score meets the condition: 

S τ≥  (11) 

The device initiates the early warning signal and delivers the warning message to the 
counsellor, the student or the psychological health centre. The threshold value τ can be 
dynamically modified based on the previous data of each student to facilitate personalised 
risk assessment and improve the accuracy and responsiveness of the warning. 

The early warning module also uses a time-weighted technique to keep track of and 
tally up the trend of changes in pupils’ psychological risk levels. The exact formula is as 
follows: 

1 (1 )t t currentS S S−= ⋅ + − ⋅β β  (12) 

where St is the composite risk score at time t, St–1 is the risk score at the last time, Scurrent 
is the immediate score at the current time, and β is the time weighting factor. The process 
works well to smooth out changes in risk and stop false alarms from happening when 
there are infrequent abnormalities. It also gives higher weights to states that are 
consistently high-risk to make sure that potential crises are found quickly. 

In short, the early warning and feedback module uses scientific threshold setting and 
time-weighted dynamic adjustment to monitor university students’ psychological risks in 
real time and respond quickly. It also has a multi-channel feedback mechanism that 
provides strong technical support and service guarantee for campus psychological health 
management. This helps change psychological intervention from a passive response to 
active prevention. 

4 System testing and results analysis 

4.1 Data collection and pre-processing 

To validate the efficacy of the AffectPath-PM system, two publicly accessible and 
representative datasets were selected for this study. Both datasets contain extensive 
emotional information and behavioural trajectory data, effectively reflecting the 
psychological state and behavioural characteristics of university students, thereby 
facilitating the overall functional validation and performance evaluation of the system. 
The initial dataset is Dataset for Affective States in E-Environments (DAiSEE), which 
records diverse emotional states via numerous videos of students’ facial expressions in 
online learning contexts, featuring high-quality visual emotion annotations, and facilitates 
the evaluation of the affective computing module. This dataset also has some text 
comments, which add to the multimodal emotion information. The second dataset is 
called the StudentLife dataset. It gathers data from students’ mobile phone sensors, such 
as GPS tracking, communication records, and activity monitoring. Along with the 
psychological health questionnaire, it shows how students’ behaviour changes over time 
and how it affects their psychological health. It is also a key testing tool for the system’s 
behavioural trajectory analysis and complete evaluation module. Both datasets include 
multimodal data, which helps to check how well the system works for recognising 
emotions, analysing behaviour, and getting a full picture of someone’s psychological 
health. Tables 1 and 2 show the specific data. 
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For the DAiSEE dataset, the video data were first pre-processed by extracting frames 
and detecting faces. This removed frames that were not genuine or were too blurry to 
ensure that the facial expression recognition was correct. After that, the photos go 
through processes like normalising and enhancing, which include changing the lighting, 
rotating, and cropping them to make the model more stable. Then, the textual emotion 
data is cleaned and encoded by separating words, removing duplicates, and changing 
word vectors. For the StudentLife dataset, the raw sensor data is first synchronised in 
time and filled in for missing values. Then, interpolation and sliding-window smoothing 
methods are employed to make sure that the trajectory data is complete and continuous. 
Then, the location data is mapped to the campus’ functional regions and paired with 
timestamps to find the halting points and activity pathways of students. Cluster analysis 
and entropy computation are used to further quantify behavioural traits, which provide 
high-quality input data for a more thorough examination later. 

The system may successfully combine emotional and behavioural data through the 
above data collecting and pre-processing method. This creates a strong data foundation 
for accurately identifying and dynamically monitoring psychological states. 
Table 1 DAiSEE dataset overview 

Attribute Description 
Data type Facial expression videos and associated text comments 
Emotional labels Attention, confusion, disgust, excitement, neutral 
Sample size Over 9,000 video clips 
Environment Online learning settings 
Data format RGB video frames, frame-level annotations, text comments 

Table 2 StudentLife dataset overview 

Attribute Description 
Data type Mobile sensor data and psychological surveys 
Sensor modalities GPS, call logs, SMS, accelerometer, activity recognition 
Sample size Data collected from ~48 students over 10 weeks 
Psychological data Weekly psychological health surveys including stress and depression 

scales 
Environment University campus 

To thoroughly assess the functionality and efficacy of the AffectPath-PM system, this 
study integrates a high-performance hardware setup with an advanced software 
environment in the experimental design, ensuring the efficient operation and precise 
evaluation of the system modules. The experiment uses a highly configured server as the 
main running platform. It has an Intel Xeon Gold 6248R processor with 24 cores and 48 
threads at a main frequency of 3.0 GHz to support multi-threaded parallel computing, 128 
GB of DDR4 memory, and two NVIDIA Tesla V100 GPUs to meet the needs of DL 
model training and real-time data processing. The system’s data storage uses SSD arrays 
that are very quick to read and write enormous amounts of video and sensor data. The 
experimental setting, on the other hand, has multi-channel high-definition video capture 
equipment and wireless positioning sensors to mimic how data would be collected on a 
real campus. 
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4.2 Comparative assessment experiments 

In order to fully validate the effectiveness of the AffectPath-PM system, this section 
carries out comparative assessment experiments based on the DAiSEE dataset and 
StudentLife dataset, respectively. The experimental design includes four comparative 
models: 

1 a single affective computing model (based only on facial expressions and textual 
emotions) 

2 a single behavioural trajectory analysis model (based only on students’ behavioural 
trajectory data) 

3 the traditional psychological monitoring method (a static model based on 
questionnaires and manual interviews) 

4 the system proposed in this paper, AffectPath-PM (which integrates affective 
computing and behavioural trajectory analysis). 

Figure 2 Results of the comparative assessment experiments (see online version for colours) 
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The accuracy, recall, precision, and F1-score of each model in the mental state 
recognition task are evaluated through experiments on both datasets. This shows how 
well each model works for monitoring the psychological health of college students and 
how they differ in terms of effectiveness. Figure 2 shows the outcomes of the experiment. 

The single affective computing model does a good job at recognising emotions on the 
DAiSEE dataset, with an accuracy of 78.5%. But the model has some problems with the 
emotion detection job because it only uses emotion data, which makes it hard to 
recognise complicated emotional states with bland outcomes. The single behavioural 
trajectory analysis model exhibited suboptimal performance, with an accuracy rate of 
70.3%. This suggests that singular behavioural data are generally inadequate for 
psychological state identification and fail to comprehensively represent the psychological 
health status of pupils. The conventional psychological monitoring approach exhibited 
the lowest accuracy rate at 62.4%, primarily due to manual intervention and static 
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measures, rendering it incapable of promptly capturing dynamic fluctuations in students’ 
psychological health. 

The AffectPath-PM system, on the other hand, did the best in experiments on the 
DAiSEE dataset, with an accurate rate of 85.9%, a recall rate of 83.7%, a precision rate 
of 84.6%, and an F1-score of 84.1%. This study shows how important it is to combine 
different types of data in affective computing. Combining emotional and behavioural data 
makes the system far more accurate and reliable. The combination of emotional 
computing with behavioural analysis gives a better picture of students’ psychological 
health, which makes the system better at noticing and warning about psychological health 
issues. 

In the experiments on the StudentLife dataset, the behavioural trajectory analysis 
model demonstrated a more prominent performance with an accuracy rate of 80.4%. This 
suggests that there is a strong correlation between students’ psychological states and 
behavioural characteristics in a data-rich environment of daily behaviour, and that a 
single behavioural trajectory data can effectively provide an initial indication of 
psychological states. However, the affective computing model performed relatively 
poorly, with an accuracy of only 72.1%, which may be related to the environmental 
characteristics of the dataset (e.g., mobile phone sensor data) as well as the diversity of 
affective expressions. 

Traditional psychological monitoring methods still performed weakly on this dataset 
with an accuracy of only 65.7%, again demonstrating the limitations of traditional means 
in multidimensional psychological monitoring. In contrast, the AffectPath-PM system 
performed particularly well on the StudentLife dataset, with an accuracy rate of 87.2%, a 
recall rate of 85.6%, a precision rate of 86.3%, and an F1-score of 85.9%. By integrating 
behavioural trajectory data and affective computing information, the system is able to 
achieve more efficient mental state recognition and monitoring, especially in dynamic 
tracking and cross-modal fusion, showing strong advantages. 

These results indicate that the AffectPath-PM system can provide a more 
comprehensive and intelligent solution for psychological health monitoring of university 
students. 

4.3 Module ablation experiments 

In order to deeply evaluate the contribution of each module in the AffectPath-PM system 
to the overall performance, this section designs ablation experiments to gradually 
eliminate or replace the core modules in the system and analyse the impact of each 
module on the system effectiveness. By comparing the experimental results under 
different configurations, we can understand the role of each module in student 
psychological monitoring, so as to optimise the system structure and improve the overall 
performance. 

In the ablation experiments, we performed the following model configurations: 

1 Affective computing model: Only the affective computing module was retained, the 
behavioural trajectory analysis and comprehensive assessment modules were 
removed, and the contribution of affective computing to the prediction of 
psychological state was assessed separately. 
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2 Behavioural trajectory analysis model: Retaining only the behavioural trajectory 
analysis module, removing the affective computing and comprehensive assessment 
modules, and separately assessing the contribution of behavioural data to 
psychological state monitoring. 

3 Joint model of affective computing and behavioural trajectory analysis: Retaining the 
affective computing and behavioural trajectory analysis modules, removing the 
integrated assessment module, and combining only affective and behavioural 
information for basic psychological state assessment. 

4 Complete system (AffectPath-PM): Retains the affective computing, behavioural 
trajectory analysis and integrated mental state assessment modules intact and uses 
multimodal data for comprehensive mental state assessment and prediction. 

The configurations above let us see how each module affects the overall performance of 
the system, how affective computing and behavioural trajectory analysis work on their 
own, and how the performance improves when multiple modules work together.  
Figures 3 and 4 display the outcomes of the ablation experiments conducted on the 
DAiSEE and StudentLife datasets, respectively. 

Figure 3 Results of ablation experiments on DAiSEE dataset (see online version for colours) 
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When the affective computing model was run alone on the DAiSEE dataset, it was able to 
correctly identify the emotional state of most of the students 78.5% of the time. This 
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shows that the system can handle a single affective dataset, but it still has trouble 
processing complex emotions. The behavioural trajectory analysis model exhibited 
suboptimal performance in isolation, achieving an accuracy rate of 70.3%, hence 
demonstrating the insufficiency of depending just on behavioural data to ascertain mental 
states. The combination of sentiment and behavioural data (model 3) enhances system 
performance, achieving an accuracy rate of 82.6%. This demonstrates that the integration 
of sentiment and behavioural information can effectively compensate for the limitations 
of a singular data source and enhance the overall assessment of students’ psychological 
states. 

Figure 4 Results of ablation experiments on StudentLife dataset (see online version for colours) 
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But the final AffectPath-PM system (complete model) did far better than the other 
models on the DAiSEE dataset, with an accuracy of 85.9%, a recall of 83.7%, and an  
F1-score of 84.1%. This result shows that the integrated evaluation module is very 
important for making the complete system work better. The combination of affective and 
behavioural data gives integrated assessment a better and more complete way to figure 
out mental states. This not only makes the system more accurate, but it also makes it 
better at adjusting to changing mental states. 

The behavioural trajectory analysis model outperformed the affective computing 
model on the StudentLife dataset, with an accuracy of 80.4%. This finding indicates that 
students’ behavioural trajectory data are significantly pertinent for assessing 
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psychological states, particularly within the framework of everyday activities, and that 
behavioural data more accurately represents students’ psychological fluctuations. The 
single emotional computing model, on the other hand, was only 72.1% accurate. This 
could be because affective information is harder to understand and because collecting 
affective data is harder. So, using both affective and behavioural data together is very 
important for making psychological monitoring more accurate. 

The system’s accuracy went up to 83.2% when affective computing was used with 
behavioural trajectory analysis (model 3). Still, the whole AffectPath-PM system is the 
best, with an accuracy of 87.2%, a recall of 85.6%, and an F1-score of 85.9%. This 
finding indicates that the incorporation of the comprehensive assessment module 
substantially enhances the system’s performance, particularly through the integration of 
behavioural data and affective information, which more precisely captures the 
fluctuations in students’ psychological state. The system enhances the precision and 
reliability of psychological health detection by a multi-dimensional evaluation of emotion 
and behaviour, particularly excelling in dynamic monitoring and cross-modal fusion. 

The ablation experiments demonstrate that the function of each module in the 
AffectPath-PM system is essential. The emotional computing module and the behavioural 
trajectory analysis module offer distinct dimensions of mental state evaluation, while the 
integrated assessment module enhances the system’s accuracy and comprehensiveness by 
amalgamating this information. 
Table 3 StudentLife dataset overview 

Experimental element Description 
Participants 15 student volunteers (7 males, 8 females, mean age = 21.4 years) 
Duration 7 days 
Modalities Visual (facial expression sequences, 5 fps), textual (daily emotional 

journals), behavioural (Wi-Fi positioning and space usage frequency) 
Valid samples 652 valid multimodal records 
Data protection Anonymous labelling, local encryption, and feature-level separation 

for upload 
Environment Campus study areas and dormitory settings 
Real-time feedback Lightweight psychological feedback based on recognition results (e.g., 

‘stable’ and ‘mild anxiety’) 

Furthermore, to further validate the feasibility and stability of the AffectPath-PM system 
within authentic campus environments, this paper conducted a small-scale verification 
experiment. This experiment aimed to examine the system’s performance in recognising 
psychological states and its user experience within uncontrolled natural settings. Fifteen 
student volunteers from the same faculty participated in the experiment, which spanned a 
seven-day period. The system was deployed within campus learning spaces and 
dormitory settings, capturing three modalities of data in real time: visual, textual, and 
behavioural. Visual modality comprised facial expression sequences recorded via 
cameras; textual modality derived from daily WeChat mini-program mood logs; 
behavioural modality estimated activity patterns based on Wi-Fi positioning and learning 
space usage frequency. All data employed anonymised identifiers and local encrypted 
storage to ensure privacy security. 

Table 3 outlines the fundamental experimental settings and data collection details. 
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To facilitate comprehensive comparison across different dimensions, this paper 
normalises all evaluation metrics to the interval [0, 1]. The normalised results are 
presented in Figure 5. 

Figure 5 Results of ablation experiments on StudentLife dataset (see online version for colours) 
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The results demonstrate that the AffectPath-PM system maintains high performance 
stability and recognition accuracy in authentic campus environments. The normalised 
score for recognition accuracy reached 0.91, indicating a high degree of consistency 
between the system’s recognition outcomes and participants’ self-reported emotions. This 
validates the effectiveness of the multimodal fusion framework in natural settings. 
Particularly in the tasks of identifying emotionally stable states and mild anxiety, the F1 
scores reached 0.89 and 0.84 respectively, with normalised scores of 0.94 and 0.88. This 
demonstrates the model’s ability to simultaneously capture both short-term emotional 
fluctuations and the state characteristics of mild psychological stress, exhibiting strong 
generalisation capabilities and sensitivity. 

Regarding system responsiveness, the average normalised feedback latency score of 
0.82 indicates that AffectPath-PM maintains high real-time performance and stability 
throughout data acquisition, feature extraction, and emotion recognition. This fulfils the 
requirements for instant psychological state monitoring and lightweight feedback in 
campus settings. The system operated without significant delays or data anomalies over 
seven consecutive days, further demonstrating the reliability of its platform architecture 
in processing and dynamically integrating multi-source data. 

From a user experience perspective, user satisfaction and psychological acceptability 
scores were 0.93 and 0.79 respectively, indicating that most participants found the system 
feedback valuable for reference without causing psychological burden. This outcome 
demonstrates that AffectPath-PM not only possesses technical accuracy and robustness 
but also achieves good emotional adaptability and human-machine friendliness at the 
interaction level. Overall, the findings from this small-scale validation experiment 
validate the applicability and generalisability of the proposed multimodal fusion 
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framework in real-world settings, providing an empirical foundation for subsequent 
large-scale deployment and longitudinal studies. 

5 Conclusions 

This paper presents a psychological monitoring system for university students based on 
affective computing and behavioural trajectory analysis (AffectPath-PM). The system 
achieves real-time assessment of students’ emotional and psychological states by 
integrating multimodal information. This paper then tests the AffectPath-PM system with 
two real datasets (DAiSEE and StudentLife) and finds that it is much better than 
traditional methods and single affective computing or behavioural analysis models. This 
proves that the system is valid and reliable. 

The AffectPath-PM system produced superior experimental outcomes; nonetheless, it 
possesses certain limitations, particularly with the integration and processing of 
multimodal data. The system depends on the combination of several data sources and has 
to deal with the problems of synchronising and combining data. Environmental factors 
can make it hard to collect affective computing and behavioural data. For example, 
changes in light can make it hard to see facial expressions, and noise can make it hard to 
hear voice data. Also, when the system processes behavioural trajectory data, it may skew 
the analysis results since the sensors are not always accurate, or the data is not always 
comprehensive. 

Additionally, while the system can assess students’ psychological state in real time, it 
still has problems with keeping track of and analysing long-term changes in students’ 
psychological health. The system primarily depends on real-time behavioural and 
affective data and has not yet comprehensively documented the trends in people’s long-
term psychological health changes. Moreover, significant individual variations in pupils’ 
emotional states and behavioural patterns necessitate greater precision in the system’s 
accuracy. Privacy protection and ethical concerns remain significant issues that require 
attention, particularly when collecting and processing sensitive data such as students’ 
facial expressions, vocal recordings, and behavioural patterns; safeguarding the security 
and privacy of this information continues to pose challenges. 

To address the aforementioned restrictions and enhance the system’s performance, 
subsequent research may be conducted in the following areas: First, improving the 
performance of the system depends on further optimising the data fusion technology. In 
the future, researchers can look into more advanced DL models that can automatically 
find the best features from multiple data sources. Secondly, long-term trend analysis and 
dynamic monitoring can be added in the future so that the system can identify the 
trajectory of changes in students’ psychological health and provide stronger support for 
the prevention of psychological problems. 

In summary, the AffectPath-PM system provides an innovative solution for 
monitoring the psychological health of university students, and with the continuous 
development and optimisation of the technology, the system is expected to be widely 
used in many fields and become an important tool for psychological health management. 
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