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Abstract: How to provide users with more accurate smart rural tourism 
recommendation services has become a hot research topic at present. To 
address the short-term audience preference issue caused by data scarcity, 
firstly, graph convolutional networks (GCN) are applied to recommend smart 
rural tourism resources. For long-term tourism audiences with sufficient data, 
use long short-term memory (LSTM) to construct a recommendation model 
based on users’ long-term dynamic preferences. The results showed that in the 
case of data scarcity, the recall and accuracy of the GCN recommendation 
method increased by 17.9% and 11.8%, respectively. In long-term rural tourism 
applications, the hits ratio (HR)@10 and HR@20 of the dynamic preference 
recommendation model were as high as 42% and 50%, respectively. The results 
indicate that the proposed method provides more reliable technical support for 
intelligent rural tourism recommendation and can more effectively discover 
audience preferences. 

Keywords: audience preference; rural tourism; resource recommendation; long 
short-term memory; LSTM; graph convolutional network; GCN. 
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1 Introduction 

Rural tourism is an important part of tourism. As a sunrise industry, rural tourism has 
strong linkage with local planting industry and agriculture. It can promote the 
development of rural economy as a whole, which is an important measure in the national 
rural revitalisation strategy (Izquierdo-Gascón and Rubio-Gil, 2023). Smart tourism 
integrates new theories, technologies and methods, which provide inexhaustible impetus 
for the further development of tourism. In practical applications, smart tourism can 
provide all-round support for rural tourism. Meanwhile, smart tourism can also help rural  
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tourism scenic spots carry out intelligent management. The organic combination of rural 
tourism and smart tourism can promote the development of rural tourism, enhance the 
attractiveness and competitiveness of rural tourism, and promote the development of rural 
economy. Smart rural tourism has become one of the emerging driving forces for the 
common prosperity of urban and rural areas (Sia et al., 2023). In smart rural tourism, the 
demand for tourism services has attracted much attention. The impact of tourism 
infrastructure on the tourism industry is comprehensive, including improving tourist 
experience, enhancing scenic attraction, promoting economic development, improving 
management level, ensuring tourist safety, promoting sustainable development, and 
improving tourism service quality. A well-developed tourism infrastructure can 
significantly enhance the tourist experience, including improving the tourist experience, 
ensuring tourist safety, and improving the quality of tourism services, thereby enhancing 
the attractiveness of scenic spots, attracting more tourists to visit, and promoting regional 
economic development (Ciacci et al., 2023). Various projects, including accommodation 
and scenic spots, greatly affect the quality of tourism. With the continuous development 
of tourism informatisation, the information on tourism resources in smart rural areas has 
grown explosively. It is difficult for the vast tourism audience to select the required 
information quickly and accurately. How to recommend information that meets the 
preferences of tourism audiences from massive rural tourism resources has become an 
urgent practical problem. Simultaneously, the traditional collaborative filtering and 
hybrid recommendation methods are often difficult to extract effective features. There are 
difficulties in processing heterogeneous auxiliary information data. With the development 
of deep learning, image and text processing technology has made rapid progress. The 
recommendation system has ushered in new innovation (Yu et al., 2023). Therefore, the 
research uses long short-term memory (LSTM) and graph convolutional networks (GCN) 
in deep learning to predict and analyse the preferences of tourism audiences, with a view 
to further improving the recommendation quality of rural tourism resources. The 
proposed model is analysed and the research structure is divided into four parts. The first 
part is to summarise the domestic and foreign scholars’ research on deep learning and 
resource recommendation. The second part is the construction analysis of the proposed 
model, and constructs the model. The third part verifies the effectiveness and practical 
application of the model. The fourth part summarises the experimental results, points out 
the shortcomings in the research, and puts forward the future research direction. 

2 Related works 

In recent years, the development of in-depth learning has driven innovation in 
recommendation systems. Many researchers at home and abroad have conducted in-depth 
research in this area, providing method references for the recommendation of rural 
tourism resources. Uyar et al. (2023) explored the correlation between tourist numbers 
and tourism revenue by examining factors such as tourism infrastructure and favourable 
policy conditions to determine whether the tourism competitiveness index has promoted 
the development of the tourism sector. The results indicate that the infrastructure index is 
positively correlated with tourism revenue, and favourable policy conditions are 
positively correlated with the number of tourists. Al Fararni et al. (2021) developed a 
tourism recommendation system based on mixed recommendation method to help tourists 
find the required tourism information. This method realised the tourist attraction 
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recommendation according to tourists’ preferences. The results showed that the method 
had high recommendation accuracy. Wang et al. (2020) proposed an efficient data 
transmission method based on 5G technology to deal with the massive data and delayed 
communication problems in smart tourism. Then the internet of things was applied to 
tourism data processing. The results showed that the method was effective. Sardianos  
et al. (2021) designed an interpretable energy-saving recommendation mechanism for 
intelligent recommendation system. Personalise recommendations was carried out 
according to user preferences and habits. The result showed that the recommendation 
acceptance rate increased by 19% in total. To improve the generation method of 
personalised sorting item list in the recommendation system, Dacrema et al. (2021) 
compared the recommendation method based on collaborative filtering with the neural 
method based on the nearest neighbour heuristic. The results showed that the existing 
learning-based technology reduced the complexity of the recommendation system. To 
improve the recommendation quality in the recommendation system, Liu et al. (2021a) 
proposed a recommendation system based on depth matrix decomposition and comment 
feature learning. An alternative minimisation algorithm was introduced to optimise the 
loss function. The results showed that the proposed system had higher efficiency than 
other recommendation systems. 

Yu et al. (2021) developed a privacy preserving medical wearable device 
recommendation algorithm for personalised recommendation of medical wearable 
devices. The original scoring information was factorised by the orthogonal non-negative 
matrix three-factor decomposition model. Finally, the user characteristics and target 
domain information were fused. The results showed that the method was effective. Guo 
et al. (2021) designed a social internet of things embedded in deep learning to cope with 
the sharp increase in users’ demand for personalised social services. The deep learning 
technology was applied to process data generated in the social internet of things, 
achieving smarter and more efficient application services. The internet of things provided 
online data awareness and management functions. The results showed that it had good 
robustness. Huang et al. (2021) proposed a two-stage in-depth learning group 
recommendation method to solve the poor group recommendation effect, and constructed 
an undirected tripartite graph to learn group semantic features. The results showed that it 
was superior to the latest baseline for group recommendation. Fathma et al. (2022) 
proposed a heart prediction method that combined feature selection based on majority 
voting and deep neural networks. The results showed that the accuracy, sensitivity and F1 
score had good performance. Anwar and Uma (2022) used semantic similarity of items to 
extend cross-domain recommendation for goods and services recommendation. The 
collaborative filtering method was applied to find similar projects and users. Finally, the 
Topseq rule mining algorithm was used to implement recommendation. The result 
showed that this method alleviated the new user data scarcity. 

To sum up, most scholars have improved the recommendation system using learning 
methods such as CNN, achieving good recommendation results. However, the user 
preference has not been analysed, resulting in low accuracy. Therefore, the research 
creatively divides tourism audience preferences into long-term and short-term 
preferences, and improves their recommendation methods respectively. In these two 
cases, the recommendation models based on GCN and LSTM are proposed respectively, 
which effectively solve the challenges faced by the smart rural tourism recommendation 
system. The proposed model will provide new ideas and technical means to solve the 
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audience preference in the smart rural tourism resource recommendation, providing a 
guarantee for the development and promotion of smart rural tourism. 

3 Rural tourism resources recommendation based on audience preference 

To study the long-term preference and short-term preference of the audience in smart 
rural tourism, and achieve more accurate recommendation, this paper divides the 
audience’s visit sequence into different sub-sequences by LSTM and GCN respectively, 
analyses the audience’s characteristic preferences, visit preferences in different periods 
and current status, and then recommends travel places. 

3.1 Tourism recommendation based on short-term audience preference 

Some audiences have few interactive records. In view of the scarce data and short-term 
audience preference, the research proposes a rural tourism resource recommendation 
method based on GCN. GCN is able to extract and explore the features and patterns in 
the graph structure data through neural network learning, which has been well applied in 
social networks and recommendation systems (Ohtomo et al., 2021). In GCN, graph G is 
composed of edges and vertices, which is a data structure. Several data with connection 
can be expressed as graphs, which are represented by adjacency matrix. Under the action 
of specific functions, GCN maps the nodes contained in the graph into Euclidean space, 
which actually belongs to the neural network layer. The simple framework is shown in 
Figure 1. 

Figure 1 A simple framework of graph convolution neural network (see online version  
for colours) 
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In GCN, the way to realise spread between layers is shown in formula (1). 

( )1 1
2 21 − −+ = ⋅ l l lH H W D AD σ  (1) 

In formula (1), Hl is the implicit vector of the first level node. A  is the adjacency matrix 

containing self-circulation. σ is the activation function. 
1=

=  N
iji

D A  is the degree matrix 

of .A  Wl is a trainable parameter of the first layer. GCN uses graph convolution to 
aggregate the information of nodes and neighbours, and cope with data sparsity and cold 
start to some extent (Liu et al., 2021b). However, when GCN is extended to higher fields, 



   

 

   

   
 

   

   

 

   

    A smart rural tourism resources recommendation 5    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

the number of learnable parameters increases, which increases the computational 
workload (Zhang et al., 2022). Under the average aggregation effect, nodes are 
excessively smooth. It is difficult to mine the potential preferences of the audience. To 
tap into the audience’s potential preferences, the PageRank algorithm is introduced. 
Combined with the PageRank algorithm, factors such as correlation and weight among 
tourist locations can be further explored, so as to improve the accuracy and 
personalisation of user preferences in the recommendation system. PageRank algorithm 
is a ‘random walk model’, which uses links between pages to achieve page search 
ranking calculation. A tourist site is taken as a node. The probability of the node being 
visited by the audience is shown in formula (2). 

( )
( )

1( ) −= ⋅ +
i

i

iP

PageRank PPageRank v
Outdegree P N

αα  (2) 

In formula (2), α is the damping factor. N is the total number of nodes contained in the 

graph convolution network. ( )
( )

⋅
i

i

iP

PageRank P
Outdegree P

α  is the probability that the audience 

may access the node v. ( )
( )

⋅
i

i

iP

PageRank P
Outdegree P

α  is the probability that the user can access 

the node v using the link. The total probability is obtained by adding the probabilities. 
PageRank combined with GCN can effectively aggregate infinite neighbourhood 
information in node embedding vectors, avoiding node smoothing. Therefore, the 
research combines the two to promote the audience preference to spread to a higher 
neighbourhood. The recommended method proposed in the research includes the 
embedding layer, the information self-coding layer, the information dissemination 
aggregation layer and the prediction layer. The framework is shown in Figure 2. 

In Figure 2, the main function of the embedding layer is to initialise the node and 
embed it into a vector representation to express the characteristics of the node. In the 
information self-coding layer, the algorithm will self-encode the initial node features to 
extract the relationship and importance between the features. The information 
dissemination aggregation layer combines the GCN and PageRank to realise the effective 
aggregation of multi-neighbourhood information, avoiding the excessive smoothing of 
node characteristics. This can achieve audience preference spreading to higher 
communities. The prediction layer is the final layer that is used to predict user 
preferences for items or generate recommendations. By combining these layers, the 
proposed PTRGCN method can effectively combine GCN and PageRank algorithm. This 
achieves effective information aggregation and audience preference dissemination, 
thereby improving the performance of recommendation systems. A lookup table X is 
established to represent the initial values of audience u and tourist attractions i. X is 
shown in formula (3). 

[ ]1 2 1 2, , , , , , ,=  N Mu u u i i iX x x x x x x  (3) 

In formula (3), N represents the number of audiences. M is the number of tourist 
attractions. All audiences and tourist attractions are regarded as nodes in the diagram, so 
that all preference information can be spread in the interaction diagram between 
audiences and tourist attractions. Therefore, while paying attention to local neighbours, 
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nodes can use information diffusion to obtain higher connection between audiences and 
tourist attractions. The cooperation information is embedded into the audience and scenic 
spots embedding vector to effectively alleviate the data sparsity. In the  
audience-attraction interaction, all attractions or audiences are interrelated. The direct 
interactive attraction of the audience is the local neighbour. The interactive connection 
and high-level connection between the audience and the tourist attraction are shown in 
Figure 3. 

Figure 2 Diagram of rural tourism resources recommendation method based on graph 
convolution neural network (see online version for colours) 
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Figure 3 Interactive connection and high-level connection between audiences and tourist 
attractions, (a) user-attraction interaction diagram (b) user-attraction high-level 
connection diagram (see online version for colours) 
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The tourist attractions i1, i2 and i4 in Figure 3 represent local neighbours of audience u1, 
indicating the direct preference evidence of the audience. The potential preferences of the 
audience are also affected by the local neighbours. Because the audience u2 visits the 
tourist attractions i1 and establishes a connection with i4, u2 becomes the second-order 
neighbours of u1. u2 reflects the audience u1’s second-order potential preferences. 
Meanwhile, neighbour nodes that are far away from the audience u1 have a smaller 
impact on the preferences of u1. It is a process of continuous attenuation. Similar to the 
water wave, the audience’s preference is shown as personalised communication on the 
interaction diagram. Therefore, even if the audience has only a few sparse interactions, it 
can achieve the preference diffusion in higher-order neighbourhoods through this 
connection and preference relationship, thus obtaining higher-order potential preferences. 
When the audience node xu reaches the tourist attraction node xi through random walk, 
the preference information xu is spread to xi, the PageRank is used to spread and adjust xu, 
as shown in formula (4). 

1
( ) (1 )

−
 = − − ⋅ 

u n um x I a A x a  (4) 

In formula (4), m is message embedding. a represents the transmission probability. I(u, i) 
represents the impact score of xi on xu. Different root nodes have different scores. The 
matrix spread of PageRank propagation rule is shown in formula (5). 

0

1 (1 )+

= =


= + −
l l

Z X H

Z aH a AZ
 (5) 

In formula (5), Zl represents the embedded vector of audience and tourist attractions 
obtained through l step. X represents the value of initial message iteration. The effective 
embedding vector is filtered by a self-coder, which used for the final model prediction, as 
shown in formula (6). 

1=l l lE W Z  (6) 

In formula (6), 1
lW  represents the learnable parameters of each layer, which can extract 

useful information and realise message aggregation. After the multiple embedding 
vectors are obtained, the corresponding embedding vectors of the audience and tourist 
attraction nodes at different communication layers are concatenated to obtain the final 
embedding vector, as shown in formula (7). 

0 0,∗ ∗= = L L
u u u i i ie e e e e e  (7) 

In formula (7),   refers to the splicing operation. L
ue  is the multiple embedding vector 

of the audience. L
ie  is the multiple embedding vector of the tourist attractions. Finally, 

the preference of the target tourist attractions is estimated by the inner product, as shown 
in formula (8). 

( , ) ∗ ∗= T
i uy u i e e  (8) 

Then the optimised Bayesian personalised ranking (BPR) loss function is used to learn 
the model parameters, as shown in formula (9). 
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( ) 2
2

( , , )

ˆ ˆln Θ
∈

= − − + ⋅ iu ju
u i j O

Loss σ y y λ  (9) 

In formula (9), O represents paired training data. σ(·)represents Sigmoid function. Θ is all 
trainable parameters. λ is regularisation parameter that controls the over-fitting. 

3.2 Tourism resource recommendation based on long-term audience preference 

Smart rural tourism audience is not dominated by short-term behaviour. A large number 
of audiences have long-term tourism visit records. In view of this situation, a 
recommendation method based on LSTM is proposed. RNN is the predecessor of LSTM 
with parameter sharing and memory (Chen, 2021). RNN takes time series data as input. 
Recursion is implemented according to the time sequence, so as to keep the information 
continuously. Each unit in RNN contains two inputs, namely the current time input and 
the last time input (Gauch et al., 2021). The basic cycle structure is shown in Figure 4. 

Figure 4 Basic cycle structure and expansion form of RNN (see online version for colours) 
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Figure 5 Basic structure of LSTM network unit (see online version for colours) 

tanh

tanh σσσ

1x

tf ti

th

1th −

tO

th

tC1tC −

Hide state
Last hide 

status

 

According to the structural characteristics of RNN, the infinite length sequence can be 
processed in theory. However, in practical application, there is a gradient explosion 
problem caused by too deep network depth, which leads to increased difficulty in training 
and long-term dependence on feature learning. LSTM adds output gate, forgetting gate 
and output gate to control the information of the previous moment. When it passes to the 
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next moment, the long-term dependence problem is effectively solved (Wang et al., 
2022). The basic structure of LSTM network unit is shown in Figure 5. 

The audience’s rural tourism behaviour is determined by short-term order preference, 
long-term preference and current environment. Simultaneously, interest will change over 
time. The research divides the audience’s access sequence into different sub-sequences 
according to the time interval. Through LSTM, CNN and external memory matrix, the 
audience’s long-term characteristic preferences, visit preferences in different periods and 
current status are analysed. The next tourist destination is recommended. The rural 
tourism resource prediction method proposed in the study mainly includes four parts, 
current access status, audience dynamic long-term preference memory, audience  
short-term sequence preference based on LSTM and prediction level. Based on the 
LSTM, the audience’s long-term preference for tourism resources is accurately recorded 
and updated through a separate memory matrix (Wirthmüller et al., 2021). Meanwhile, 
considering that there are certain differences in the importance of rural tourist attractions 
in a single visit sequence, the long-term dynamic preferences of the audience are obtained 
by extracting the characteristics of the tourist attractions through the attention unit. In the 
rural tourism resource recommendation, the next attraction recommendation is highly 
related to the recent visit. Therefore, CNN is used to extract the local features of the 
nearest locations, so as to obtain the characteristics of the audience’s current access 
status. According to the audience’s long-term preference representation, current visit 
status representation, and sequence preference representation, the probability that the 
audience is most likely to visit the tourist destination can be obtained by inputting these 
three into a fully connected network. The basic framework of the proposed 
recommendation method is shown in Figure 6. 

Figure 6 Framework of the proposed recommended method (see online version for colours) 
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Figure 6 shows the LSTM recommendation method based on dynamic user preferences. 
A user memory matrix can be used in a recommendation system to predict a user’s 
possible future interests and choices by analysing their historical behaviour and 
preferences. All feature vectors of the current scenic spot sequence are the feature vectors 
of each scenic spot in the current scenic spot sequence, which can include various 
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features such as the geographical location of the scenic spot, the number of historical 
tourists, and user ratings. These feature vectors can be used to describe the attributes and 
characteristics of each scenic spot. Attention gates are used to control how much attention 
the network pays to inputs. By introducing the attention gate, the model can pay more 
attention to the key information in the input, thus improving the performance and 
generalisation ability of the model. The LSTM layer is mainly used to process time series 
data. The convolutional layer is mainly used to extract features from the input data. In the 
audience dynamic long-term memory, the research records long-term preferences through 
a key value. The long-term preference of the audience is highly related to the attribute 
characteristics of rural tourist attractions. These attribute preferences is reflected in the 
access record. The study establishes a corresponding feature memory matrix for all 
audiences to store their preferences for certain features. When the feature vector of the 
new rural tourist attraction sequence itself is input, the corresponding audience’s feature 
preference vector is read by the memory matrix. Combined it with the attention gate unit 
and the tourist attraction feature, the fine-grained interest is obtained, as shown in 
formula (10). 

0=

=
k

u u u
i i

i

m m w  (10) 

In formula (10), u
kw  refers to the attention degree that the audience shows to the attribute 

characteristics of rural tourist attractions. mu is fine-grained interest. The memory matrix 
of the audience is automatically updated with the current visit sequence. Because each 
visit record in the visit sequence has certain differences in the importance of the 
audience’s long-term interest, the study screens the features of important rural tourism 
spots in the sequence through the attention unit. All the features in the input tourist 
attraction sequence is processed by the attention unit, so as to obtain the features that 
have the highest correlation with the long-term interest of the audience, as shown in 
formula (11). 

( )1 2= ⊗ ⋅ + ⋅ +i i i u
g g gk k k kf f σ f W m W b  (11) 

In formula (11), Em represents the characteristics of tourist attractions. Wg1, Wg2 and bg 
represent learnable parameters. u

km  represents the preference vector of audiences k in the 
memory matrix. After passing through the attention gate, the features in the tourist 
attractions sequence that have low correlation with the audience’s long-term preferences 
is ignored. The implicit vector representation corresponding to the features k in the 
current tourist attractions sequence is obtained by using the average pooling operation. 
Then the implicit vector representation is used as the query value. The audience’s 
preference degree for the feature is obtained by inner product with the preference vector. 
Finally, the softmax operation is performed on the preference degree of all features to 
obtain the preference weight, as shown in formula (12). 

( ) ( )

( )
0

exp

exp
=

= =



u
ku u

k k K
u
i

i

w
w softmax w

w
 (12) 
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In formula (12), ri/o is the final preference weight. The long-term preference of the 
audience is dynamic, which is influenced by the current visit sequence. Therefore, it is 
necessary to update the memory matrix to the long-term preference vector according to 
the current scenic spot characteristics. The update degree of each long-term feature 
preference vector is controlled by a gate control unit to update the memory matrix, as 
shown in formula (13). 

( )Φ ,

(1 )

 = ∗


← ⋅ − + ⋅

l u
z k k

u u l
k k k

z W f m

m m z f z
 (13) 

In formula (13), l
kf  is a hidden vector. Φ is inner product operation. Wz is learnable 

parameter. To obtain the final preferences of the audience, the long-term preference 
representation, short-term preference in LSTM, current access status representation and 
audience representation are spliced and connected to the full connection layer. Then the 
softmax is used to predict. The probability of all items for the audience during interaction 
is shown in formula (14). 

( )( ), , , ,= +u t u u u u
t t ty σ b W h m c p  (14) 

In formula (14), W and b are trainable parameters. u
tm  is long-term preferences. u

th  is 
sequence preferences. u

tc  is current status. pu is user representation. yu,t is probability. 
Finally, the optimisation is realised through the random gradient descent method and the 
cross entropy loss function. The objective function is shown in formula (15). 

( ) ( ) ( ) 2ˆ ˆ ˆ ˆlog 1 log 1= − + − − + ⋅
uU I

ut ut ut ut

u t

L y y y y θ λ  (15) 

In formula (15), θ represents all parameters in the network. ˆuty  is the one-hot code of the 
audience u at t. λ is regularisation weight parameter. 

4 Verification of recommendation effect of smart rural tourism resources 
based on audience preference 

4.1 Recommended effect of short-term audience preference 

To verify the effectiveness of the rural tourism resource recommendation method 
integrating PageRank and graph convolution network (PGCN), it is compared with the 
recommendation methods based on BPR, neural graph collaborative filtering (NGCF) 
and graph convolution matrix completion (GCMC). The dataset information comes from 
an annual data from Ctrip, Fliggy and Qunar websites. The dataset is the self-built rural 
tourism resource dataset (SRTR), which mainly comes from the representative rural 
tourism data in Jiangsu, Hainan and Chongqing, containing more than 400,000 tourist 
attractions records. This dataset is publicly available. The dataset contains information 
about tourist attractions, tourist distribution, and records of tourist behaviour at the 
attractions. A total of 100 scenic spots are involved in the dataset. These scenic spots are 
all natural scenery, historical culture, and rural customs. Tourists come from all over 
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China. Each attraction is recorded between 0 and 9,999. At the same time, to filter the 
noise records, the records of tourist attractions visited less than 10 times are deleted. The 
experimental environment is shown in Table 1. 
Table 1 Experimental environment for research 

Operating environment Specific configuration 
Operating system 64-bit Ubuntu 16.04 operating system 
CPU Intel (R) Core (TM) i7 
GPU Single NVIDIA GTX TITAN 
Platform Python 3 and TensorFlow deep learning platform 
TensorFlow version 2.6.0 
Python version 3.7 

Figure 7 shows the operation results of the four methods in the SRTR dataset. From 
Figure 7(a), compared with the traditional BPR algorithm, the proposed PGCN method 
increases the recall value by about 9.7% and the precision by 5.7% for the warm start 
audience. From Figure 7(b), for the cold start audience, the recall and precision of PGCN 
method are improved by 17.9% and 11.8% respectively compared with BPR method. It 
shows that the method proposed in the study is better for cold start audiences, because it 
can effectively utilise the potential and deep connection between nodes. It is more 
suitable for cold start audiences. 

Figure 7 Comparison of recommendation effects of four methods in cold start and warm start 
audiences, (a) warm start user (b) cold start user (see online version for colours) 
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Figure 8 shows the recommended performance changes of the proposed PGCN method 
when the propagation depth of the graph model changes. From Figure 8(a), for the cold 
start audience, when the number of graph propagation layers of the model is 4, the index 
Recall@10 reaches the maximum value of 0.5. Compared with the fifth floor Recall@10, 
the index values are basically the same, indicating that this method can effectively deal 
with the excessive smoothing. From Figure 8(b), for the warm start audience, as the 
number of layers increases, the index value of Recall@10 fluctuates more frequently. 
Compared with the cold start audience, this method is less sensitive to the increase of the 
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number of layers. In general, this method can improve the recommendation effect for 
cold start audiences by increasing the number of layers. 

Figure 8 The recommended performance change of the proposed PGCN method under the 
change of graph model propagation depth, (a) cold start user (b) warm start user  
(see online version for colours) 
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Figure 9 shows the recommended performance changes of PGCN method under the 
change of propagation attenuation parameters. From Figure 9, when the propagation 
attenuation parameter is 0, the recommended effect of the model is the worst. When the 
parameter is 0.2, the Precision@5 and Precision@10 are the highest, with 0.35 and 0.29, 
respectively. The value of warm start audience’s Precision@5 and Precision@10 is the 
highest, with 0.36 and 0.28, respectively. After the propagation attenuation parameter is 
greater than 0.2, the recommended performance gradually deteriorates. When the 
propagation attenuation parameter is 0.2, the recommendation performance of the model 
is better. 

Figure 9 Recommended performance change of PGCN method under the change of propagation 
attenuation parameters, (a) precision of cold start user (b) precision of warm start user 
(see online version for colours) 
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4.2 Recommended effect of long-term audience preference 

In view of the timing of audience tourism, the research proposes a rural tourism 
recommendation method based on audience dynamic preference (ADP). To verify its 
recommendation effect, it is first run in the New York dataset (NYC) dataset and Tokyo 
(TKY) dataset. Then it is compared with the recommendation methods based on recurrent 
revolution neural network (RCNN), gated recurrent unit (GRU) and factorised 
personalised Markov chains (FPMC). The number of tourist destinations is 7,222 and the 
audience is 1,939. The recommended performance is based on three indicators, hits ratio 
(HR), mean reciprocal rank (MRR) and normalised discounted cumulative gain (NDGG). 
The NYC dataset is from Foursquare data, which mainly contains the check-in data 
collected in New York, filtering out audiences with less than ten visit records and  
ten tourist sites with ten visits. The number of tourist sites participating in the experiment 
is 4,638, with a total of 1,036 audiences. The dataset for the city of Tokyo comes from 
the Foursquare dataset, which mainly includes check-in data collected in Tokyo, 
audiences with fewer than ten visits and ten tourist attractions with ten visits. The TKY 
dataset comes from Tokyo, with 2,584 tourist attractions and a total audience of 903 
people. The two datasets contain information about tourist attractions, visitor distribution, 
and records of tourist behaviour at the attractions. The attractions include natural scenery, 
historical culture, and rural customs. Tourists come from all over the world. Each 
attraction is recorded between 0 and 9,999. The processing results of the four methods 
selected in the study in the dataset NYC and TKY are shown in Figure 10. From  
Figure 10(a), in the NYC dataset, the recommended performance of FPMC is the worst, 
with the values of the three indicators below 0.2. The NDGG and MRR indicators are 
below 0.1. Compared with GRU, the HR@10 of the RCNN increases by 1.6%. The 
HR@10 of the proposed ADP method is about 13.2% higher than FPMC, which is the 
best in the four methods. From Figure 10(b), in the TKY dataset, the three indicators of 
GRU and RCNN are in the range of 0.10~0.25. FPMC is still less than 0.2. The 
maximum of ADP method is 0.3, and the minimum is still above 0.15, which is about 
12% higher than RCNN. 

Figure 10 Study the processing results of the four methods selected in the dataset NYC and 
TKY, (a) NYC dataset run results (b) TKY dataset running results (see online version 
for colours) 
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To further verify the performance of the proposed ADP method, three variants of the 
ADP method, namely LSTM, LSTM-CNN and LSTM-USER, are designed to prove the 
importance of each module proposed in the ADP method. The dataset is the self-built 
SRTR. The effect of each module in the ADP method on the recommendation accuracy is 
shown in Figure 11. In terms of indicators HR@10, LSTM, LSTM-CNN and  
LSTM-USER modules are 30%, 32% and 36%, respectively. The ADP method 
integrating the three modules can reach 42%, with an increase of 12%, 10% and 8%, 
respectively. In terms of HR@20, the LSTM, LSTM-CNN and LSTM-USER modules 
are 37%, 38% and 40%, respectively. The ADP method is nearly 50%, increased by 13%, 
12% and 10%, respectively. In general, after integrating the three modules, the ADP 
method has good accuracy in recommending rural tourism resources. 

Figure 11 Results of the influence of each module in the ADP method on the HR, (a) impact 
results of each module on indicator HR@10 (b) impact results of each module on 
indicator HR@20 (see online version for colours) 
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Figure 12 Influence of embedded dimension parameters on ADP method performance,  
(a) recommended indicator HR@10 results (b) recommended indicator NDGG@10 
results (see online version for colours) 
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The memory unit dimension has a great impact on the performance of the LSTM. In the 
established recommendation model, the memory unit dimension in LSTM is consistent 
with the embedded dimension of audience and tourist attractions. Therefore, the research 
finally analyses the impact of embedded dimension parameters on ADP performance. 
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The results are shown in Figure 12. From Figure 12, when the embedding dimension is 
low, the recommendation accuracy is low. With the increase of embedded dimensions, 
the accuracy of recommendation gradually improves. As the dimension continues to 
increase, the difficulty of online training increases. The accuracy of recommendation is 
affected. In the NYC and TKY datasets, ADP indicators achieve the best performance in 
256 and 128 dimensions respectively. In the SRTR dataset, when the ADP model is at 
512 dimensions, the indicators HR and NDCG reach the highest value of 0.38 and 0.19, 
respectively, indicating that the method has the best performance at 512 dimensions. 

5 Discussion 

In recent years, the deep integration of the internet and tourism has spawned a new 
development hotspot of smart rural tourism, which has become an important driving 
force and direction for rural construction. For the recommendation service of rural 
tourism resources, researchers have put forward a variety of innovative recommendation 
models to improve the recommendation effect and meet the needs of rural tourism 
market. Among them, the recommendation method, which combines PageRank and 
GCN, shows remarkable results. This method can improve the recall and precision for the 
warm start audience, effectively deal with the over-smoothing problem for the cold start 
audience, and provide a new idea for the recommendation system optimisation. In 
addition, the recommendation model based on ADP and LSTM temporal modelling, has 
achieved satisfactory recommendation results when audience data is sufficient. In the 
future research, the combination with knowledge graph, augmented reality and other 
technologies, as well as the deep integration with other new technologies, is expected to 
further improve the smart rural tourism recommendation service effect, promote the 
development of rural tourism, and inject new vitality into the rural revitalisation strategy. 

6 Conclusions 

The organic combination of internet and tourism has brought new development hotspots. 
Smart rural tourism has become an important driving force and direction of rural 
construction. The research focuses on the recommendation service of rural tourism 
resources. Firstly, a recommendation method integrating PageRank and PGCN was 
proposed. Then, aiming at the timing of audience’s long-term tourism, based on LSTM, a 
recommendation model based on ADP was designed. The effect was verified. The results 
showed that compared with the traditional BPR algorithm, the recall value of the PGCN 
method for the hot start audience increased by 9.7%. The precision increased by 5.7%. 
For cold start audiences, when the number of graph propagation layers of PGCN method 
was 4, the index Recall@10 reached the maximum value of 0.5, which was basically the 
same as the number of layers 5. It could effectively deal with the excessive smoothing. 
When the audience data was sufficient, the index HR@10 of the designed ADP 
recommendation method in NYC dataset was about 13.2% higher than that of FPMC. In 
TKY dataset, the maximum was 0.3, and the minimum was still above 0.15. Compared 
with RCNN, it increased by 12%, which showed the recommendation effect that the 
corresponding PGCN and ADP methods achieved in different audience preferences. 
However, the research does not use knowledge map and other technologies to mine the 
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fine-grained preference of the audience in tourism information. In this regard, further 
research is needed to improve the recommendation effect. The model proposed in this 
study did not take into account the running speed, which is crucial to the recommendation 
effect of the model. Therefore, the subsequent research can consider the running speed of 
the model. 
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