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Abstract: As intelligent education grows quickly, the amount of data about managing education 
is also expanding quickly. Finding useful information quickly while keeping data private is the 
key to making education management smarter. This work presents an intelligent education 
management data mining technique grounded in federated learning (FL) and formulates a  
multi-level system architecture. The system can safely share and intelligently analyse dispersed 
education data thanks to improvements to the FL algorithm and the addition of the DP protection 
mechanism. Experimental validation using the PISA dataset indicates that the suggested 
approach markedly enhances accuracy, F1 Score, and AUC index of the model, while 
safeguarding data privacy and security, hence exhibiting better performance and robust 
generalisation capability. The study’s findings furnish a theoretical foundation and technological 
assistance for advancing the evolution of informatisation and intelligence within the realm of 
educational management. 
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1 Introduction 
1.1 Background and purpose of the study 
As the digital transformation of global education speeds up, 
school administration is slowly evolving into a new phase of 
making decisions based on data and intelligence  
(Mohamed Hashim et al., 2022). Along with the building 
and upgrading of education informatisation systems, a lot of 
data about managing education has been systematically 
gathered, stored, and organised. This includes everything 
from how individual students learn to how teachers teach, as 
well as how to arrange teaching affairs and distribute 
educational resources. Not only is the amount of this data 
growing quickly, but its dimensions, structure, and content 
are also becoming more complicated. 

But it isn’t always easy to get useful information from 
schooling data. Data silos, privacy and security, and 
different platforms are becoming more and more common 
in real-world situations. First, education data is typically 
spread out and housed in many places, such schools, 
training centres, and education bureaux. This makes it hard 
to share and use data together, which makes it hard to get 
the full value out of it. Second, education data is incredibly 
private and sensitive, including things like student privacy, 

teacher assessment, management techniques, and other 
areas that need to be protected (Komljenovic, 2022). 
Without stringent protection measures, it’s simple for data 
to leak, pose ethical problems, and even put people in 
danger of legal trouble. Also, different schools employ 
different management systems and data structures, which 
make it much harder to combine data and create a single 
model. In this situation, it’s clear that the old way of doing 
data mining, which relied on centralised storage and 
processing, can’t match the present need for efficient, safe, 
and collaborative data use in school administration. 

FL, a novel framework for distributed machine learning, 
provides a forward-looking solution to the challenges 
mentioned above. The core concept of FL is that each 
participant, such as schools or educational bureaus, trains 
the model locally and only transmits the model parameters 
or gradients to a central server for aggregation. This 
approach enables multiple data sources to collaborate in 
developing a unified model. The original data remains on 
the user’s device, thereby safeguarding their privacy by 
preventing storage in a centralised location. FL is 
particularly effective in the education sector, where there is 
an abundance of data, numerous stakeholders, and 
significant privacy concerns. 



 Data mining techniques for intelligent educational management based on federated learning 13 

FL not only makes it easier to share data, but it also 
makes the system more stable and flexible. FL can lower the 
communication and computational load on the central node 
and speed up model training (Liu et al., 2022). Its modular 
design is also very flexible and can be easily added to the 
information systems that are already in place at different 
schools. FL is also in line with the current national policy 
guidance on data security, network security, and education 
informatisation because it respects data sovereignty in the 
system and guarantees data security in the technology. This 
means that FL has a lot of potential uses and strategic 
importance in the field of education. 

FL has made a lot of progress in the last several years in 
data-sensitive fields like healthcare and finance, both in 
terms of practical results and new ideas. However, research 
in the field of education management is still very new. 
Education data has several common unstructured traits that 
set it apart from other fields. For example, learning logs, 
classroom interactions, assignment materials, and other 
types of data tend to have more text data, the quality of the 
data is not always the same, the frequency of data updates is 
not always the same, and it is harder to model. There are 
also a lot of different analysis tasks that may be done in 
school settings, like predicting how well a pupil will do, 
evaluating a teacher, and modelling academic warnings 
(Khan and Ghosh, 2021). There are big differences in how 
tasks need to be structured and trained. Consequently, a 
singular, generic FL solution is sometimes challenging to 
implement in intricate and evolving educational 
management contexts, necessitating immediate customised 
design and technical innovation tailored to educational data 
characteristics. 

This study concentrates on FL-based intelligent 
education management data mining technology and 
constructs a distributed intelligent mining system 
architecture for multi-source education data, tailored to the 
specific requirements of the education management sector. 
The system design encompasses essential components, 
including data preparation technique, local model training 
process, parameter aggregation method, and privacy 
protection mechanism, with the objective of facilitating 
cross-institutional knowledge fusion while ensuring local 
data retention. 

Compared with existing FL models in the education 
field, the system proposed in this paper makes incremental 
contributions in the following three aspects: First, in terms 
of aggregation strategy, it breaks through the traditional 
uniform weighting and dynamically adjusts weights based 
on local data volume and AUC performance, significantly 
alleviating the non-independent and identically distributed 
(non-IID) problem. Second, in terms of training mechanism, 
it is the first to jointly deploy adaptive regularisation and 
differential privacy (DP), which not only suppresses model 
drift but also ensures that the privacy budget is controllable. 
Third, in terms of application implementation, it establishes 
an end-to-end explainable process, incorporating SHAP 
analysis to identify key educational features, providing 
decision-makers with intuitive decision-making criteria, and 

addressing the current gap in educational FL research 
regarding explainability and risk assessment. 

1.2 Status of the study 
In recent years, the application of artificial intelligence in 
enterprise risk assessment has expanded rapidly, forming 
three common technical approaches: first, using a federated 
learning framework to solve data silo problems, and 
reducing model bias caused by non-independent identically 
distributed data through dynamic weighted aggregation 
strategies; second, introducing DP or homomorphic 
encryption to quantify operational risk while protecting 
sensitive information, achieving a balance between privacy 
and accuracy; third, using explainable models to extract key 
risk features, providing transparent decision-making basis 
for management. These approaches have been widely 
applied in scenarios such as financial credit, supply chain 
compliance, and cybersecurity, validating the effectiveness 
of dynamic aggregation, privacy computing, and 
explainability in risk assessment. This paper draws on these 
common technologies, adapting them for the first time to 
the educational management context to address the current 
gap in risk quantification research within the education 
sector. 

As information technology and big data have advanced, 
data mining methods for managing education have gained 
significant popularity. These techniques can be utilised for 
various purposes, such as predicting student performance, 
optimising teaching resources, and providing early warnings 
about academic challenges. Many traditional data mining 
approaches rely on centralised learning, which requires data 
from different schools to be sent to a single server for 
uniform modelling. While this method can enhance data 
utilisation to some extent, it also presents several 
drawbacks, particularly concerning data privacy, 
complicating data sharing between institutions, and dealing 
with inconsistencies in the data. Educational data often 
contains sensitive information and storing it all in one 
location can easily result in privacy breaches. Additionally, 
discrepancies in data from various institutions hinder the 
effectiveness of unified modelling and complicate efforts to 
address the diverse needs of educational management across 
different contexts. 

To tackle the issues, FL is introduced into the realm of 
educational management as an innovative distributed 
machine learning platform. The main idea behind it is that it 
doesn’t need to retain raw data in one place (Ferrag et al., 
2023). Instead, it uses local training and parameter 
aggregation to create cross-institutional joint models. This 
keeps data private and lowers the cost of sending data. In 
recent years, research on FL in educational management 
data mining has gradually developed, especially focused on 
usual problems such as student behaviour analysis, 
performance prediction and resource allocation. Initial 
research indicates that FL can maintain data security while 
considering model performance and generalisation 
capability, suggesting significant potential for widespread 
implementation. 
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Federated Averaging (FedAvg) is the most well-known 
and commonly used FL optimisation algorithm. It uses a 
local stochastic gradient descent (SGD) to train and 
periodically combines model parameters. This makes it the 
best choice for educational settings (Hu et al., 2022). Still, 
FedAvg has several real-world problems to deal with, such 
as non-IID data, system heterogeneity, and uneven training 
of participants. These problems make the model converge 
slowly and make it unstable. Researchers have developed a 
number of optimisation strategies to solve these problems: 

The FedProx algorithm was proposed to address the 
issue of FedAvg’s performance decline when dealing with 
non-IID data. This approach incorporates a regularisation 
term into the global model during each round of local 
training to prevent the local model from becoming overly 
biased. In educational contexts, the models and student 
demographics across different schools or districts 
demonstrate considerable variability, resulting in significant 
gradient discrepancies during model training. Researchers 
have investigated using FedProx in a system for analysing 
student behaviour across multiple schools (Palihawadana  
et al., 2022). This makes the model more stable and the 
aggregation better, and it gives a trustworthy base for  
high-quality individual analysis. 

The FedNova algorithm, on the other hand, fixes the 
problem of clients not making steady progress in training. In 
the actual world, the fact that different schools have 
different levels of informatisation and processing capacity 
on their terminal devices can easily cause uneven local 
training rounds, which can change the aggregate impact. By 
normalising the local updates, FedNova lessens the 
aggregate bias that comes from variances in device 
performance. Researchers employed FedNova to promote 
the equity of contributions among schools and to improve 
the model’s adaptability in contexts characterised by uneven 
resource distribution inside a regional instructional resource 
recommendation system founded on a federation structure. 

FedOpt algorithms (like FedAdam and FedYogi) use 
first-order adaptive approaches in centralised optimisation 
to make the global model converge faster (Sun et al., 2023). 
The basic idea is to use the momentum mechanism or 
adaptive learning rate in the aggregation phase to improve 
the directionality and efficiency of the model update. 
FedOpt algorithm cleverly solves these problems by 
introducing the momentum mechanism or adaptive learning 
rate in the aggregation phase. The momentum mechanism 
can help the model better utilise the historical gradient 
information during the updating process, thus reducing the 
oscillation and enhancing the directionality of the update; 
the adaptive learning rate can dynamically adjust the 
learning rate according to the gradient change of each 
parameter, further improving the efficiency of the update. 
Some studies have tried to use FedAdam to model  
cross-region education assessment data. They found that it 
worked better in large-scale client environments and 
converged faster. This is especially useful for policy models 
that need to be quickly deployed and updated. 

In the context of education management, the 
requirements of educational assignments vary significantly 
throughout schools, grades, and even among individual 
students. To address the issue of inadequate flexibility in 
universal global models, personalised federated learning 
(PFL) has been suggested. It has been confirmed in tasks 
such as learning route recommendation and teacher 
evaluation analysis that PFL considerably enhances local 
model performance while preserving global collaborative 
functionality, aligning with the educational principle of 
customised learning. 

In recent years, researchers have also tried to bring the 
notions of multi-task learning and transfer learning into FL. 
This has led to new algorithms like FedMTL and 
FedTransfer that make the system more adaptable to 
different workloads and knowledge transfer situations. For 
instance, the migratory FL model is utilised to create an 
effective interface for knowledge migration of low-resource 
nodes in the task of interdisciplinary joint evaluation or 
cross-grade ability comparison. 

On the other hand, because managing educational data 
needs a lot of security, technologies like DP, homomorphic 
encryption, and multi-party secure computing have been 
slowly added to the FL system architecture to make sure 
that the data transmission and model update process are 
more private. Some FL systems with better security have 
been used and tested in sensitive situations, like analysing 
data from university exams and keeping an eye on how 
students behave in online courses. 

In general, the use of FL in educational management 
data mining is still in its early stages. Most research is 
focused on making FedAvg better and coming up with new 
algorithms. There are numerous ways that have tried to 
solve problems in different educational settings, but they 
still need to be looked at more closely in terms of how well 
they work with algorithms, how useful they are for the 
system, and how easy it is to understand their instructional 
worth. 

Business operational risks are defined in this study as 
the possibility of educational decision-making biases or 
resource misallocations arising from data heterogeneity, 
privacy breaches, or model convergence anomalies during 
federated learning. To address the lack of risk assessment 
models, this study developed an ‘educational operational 
risk assessment framework’ tailored to educational 
management scenarios. This framework addresses three 
dimensions: data heterogeneity, model convergence 
stability, and the likelihood of privacy breaches. By 
combining the local data quality and model performance of 
participating institutions, it dynamically generates risk level 
labels (low, medium, high) to monitor potential  
decision-making risks in real time during federated training 
and trigger warning mechanisms when the system 
experiences abnormal fluctuations. This assessment 
mechanism has been embedded in the experimental process 
described in Section 5 to validate the system’s robustness in 
real-world educational scenarios. 
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2 Federated learning 
FL is a machine learning framework designed to train  
high-quality central models by leveraging training data 
distributed across a large number of clients. FL uses a 
distributed data storage approach, where the data is 
distributed across multiple local devices or data centres 
rather than being centralised in a single data centre or server 
(Bilal et al., 2018). These devices can be mobile devices, 
sensors, edge devices or data centres etc. The distributed 
data storage approach protects the data privacy of local 
devices. For model training, FL uses a form of local training 
followed by global aggregation. In local training, each 
device or data centre conducts model training locally and 
updates the model using its own data. These local model 
parameters are adjusted based on gradient descent or other 
optimisation algorithms applied to the local dataset. At the 
conclusion of each local training iteration, the device 
transmits the updated model parameters to a central server, 
which then aggregates or merges these parameters. This 
process allows the global model to incorporate updates from 
each device, resulting in a more accurate and 
comprehensive model. By combining distributed data 
storage with global aggregation of locally trained models, 
the benefits of data sharing are realised without actual data 
exchange, enabling each local device to share its trained 
model with others while preventing data leakage. FL 
supports incremental learning, which allows continuous 
improvement of the model without interrupting the model 
service (He et al., 2023). Each device can make incremental 
updates to the model locally without retraining the entire 
model. 

Based on the difference in data distribution and the 
nature of learning tasks, FL can be classified into horizontal 
federation learning, vertical federation learning, and 
federated migration learning. 

Horizontal federation learning is suitable for scenarios 
with less overlapping data samples and more overlapping 
features, such as banks in different regions (Wahab et al., 
2021). In this model, each data owner aligns their respective 
data samples by user dimensions and trains the model 
together. In horizontal federation learning, the participants 
do not share the raw data directly, but exchange model 
parameters or gradients through a central server to achieve 
privacy protection. 

Longitudinal federation learning is suitable for scenarios 
where data samples overlap more and features overlap less, 
such as banking and e-commerce in the same region. In 
longitudinal federation learning, the data owner aligns the 
data samples by feature dimensions and trains the model 
through encryption to ensure that data privacy is protected. 

Federated Migration Learning is suitable for scenarios 
where both data samples and feature overlap are small, such 
as banks and e-commerce in different countries. Federated 
Migration Learning enables knowledge sharing and model 
optimisation through migration learning strategies such as 
model migration, feature migration or instance migration, 
while protecting data privacy (Zhang et al., 2022). 

FedAvg algorithm is the most used FL optimisation 
algorithm. In short, the main idea behind the FedAvg 
algorithm is to combine local model training with global 
model updating by having each client upload model 
parameters (like weight vectors) they got from training on 
local data to a central server. The server then does a 
weighted average of these parameters to make a global 
model, which is then sent back to each client so they can 
start the next round of training. 

Same as the conventional optimisation algorithms, its 
essential idea is to perform stand-alone optimisation of the 
local SGD of the data holders and to perform clustering on a 
central server, and its training objective is to find out the 
optimal model parameter ω to minimise the total training 
loss f(ω). The objective function of FedAvg algorithm is 
defined as follows: 
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In equation (1) and equation (2), K is the number of 
participants, P is the kth participant local sample set, nk is the 
number of kth participant local samples, n is the sum of all 
participant sample numbers, and Fk(ω) is the kth participant 
local objective function. In Equation (3), fi(ω) is the loss 
function generated by the model parameter ω for the ith 
sample (xi, yi) in Pk. FedAvg is a relatively basic federated 
optimisation algorithm that is relatively simple to deploy 
and has a wide range of applications. 

It makes sense to break the process down into three 
steps: initialisation, local training, and global aggregation. 
In particular, the central server first sets up the global model 
parameters and sends them out to all the participants. Using 
local private data, each client does several rounds of local 
training on this initial model. Most of the time, they use 
small batch SGD or a similar technique (Jain et al., 2018). 
After the local training is done, each client gives the server 
the local model parameters (or changes to them). To update 
the new global model, the server takes a weighted average 
of the model parameters it gets from each client based on 
how much data each client sends. This goes on until the 
model converges or a certain number of iterations have been 
reached. 

In fact, FedAvg has proved that it can scale well and 
communicate quickly. It works especially well in 
educational settings where resources are limited, or the 
network is unstable. The client only needs to upload 
parameters instead of raw data, which lowers the cost of 
communication and the risk to privacy. The local training, 
on the other hand, lets the system use all the terminal 
devices’ computational power, which eases the load on the 
servers and works well with edge computing. These traits 
make FedAvg the simplest and most popular optimisation 
method in FL research and applications. 
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The FedAvg algorithm performs poorly when the data is 
non-IID and the system is heterogeneous. In education 
management, the data of different schools varies greatly, 
which can easily lead to local model conflicts and affect the 
global model convergence and performance. Meanwhile, 
inconsistent client resources can reduce training efficiency 
and even cause nodes to drop out, slowing down overall 
progress. 

In short, FL is a new type of distributed machine 
learning that offers a good way to deal with data silos and 
privacy concerns in education management by making it 
possible for several parties to work together on training 
while yet protecting data privacy. At present, FedAvg and 
its many enhancement algorithms consistently enhance the 
flexibility of FL in heterogeneous data and non-IID 
contexts, hence facilitating the implementation of 
educational data mining tasks. However, for the varied 
requirements and intricate constraints of educational 
contexts, additional optimisation of algorithm performance 
and improvement of system stability and personalisation 
capabilities remain necessary. The following chapters will 
examine the design and implementation of FL-based 
intelligent data mining systems within the framework of 
intelligent education management applications. 

3 Data mining techniques for education 
management 

As information technology keeps becoming better, the field 
of education management has gathered a lot of different 
kinds of data, including students’ learning behaviour, 
instructional activities, curricular resources, and test scores. 
Data mining technology for education management has 
arisen, seeking to accomplish intelligent monitoring, 
scientific assessment and precise decision-making in the 
education process through in-depth analysis of these data 
(Lutfiani and Meria, 2022). This technology includes 
important procedures like cleaning data, creating features, 
training models, and understanding results. It is commonly 
used to forecast student success, warn of academic risks, 
assess teaching quality, recommend courses, and analyse 
teacher performance. Most traditional data mining methods 
use centralised data aggregation and analysis. This makes 
the model work better to some extent, but when it comes to 
widely distributed and sensitive educational data, the 
centralised processing mode has problems like making it 
hard to protect privacy, limiting data sharing, and not being 
able to generalise the model enough. 

In recent years, many machine learning and deep 
learning algorithms have been added to the field of school 
management data mining. Deep learning models often learn 
by using multi-layer nonlinear transformations to represent 
input characteristics (Chen et al., 2020). This can be written 
as: 

( )( ) ( ) ( )1 ( )l l l lh σ W h b−= +  (4) 
( )0h x=  (5) 

where h(l) is the hidden layer representation of layer l, W(l) is 
the weight matrix, b(l) is the bias, and σ(·) is the activation 
function. The model can automatically find important 
features in the data, learn complicated association rules, and 
improve prediction accuracy by transferring and learning 
from one layer to the next. 

As education management systems become more 
sophisticated and varied, data heterogeneity, dynamism, and 
imbalance make modelling more difficult. Consequently, 
academics are concentrating on methodologies such as 
multi-source data fusion, multi-task learning, and transfer 
learning to improve the resilience and generality of models. 
For instance, multi-task learning makes models work better 
on distinct educational management subtasks by sharing the 
structure of the hidden layer and allowing numerous related 
tasks to be optimised at the same time (Dhaygude et al., 
2024). 

Still, educational management data mining has a lot of 
problems to deal with, like protecting data privacy, working 
together across institutions, responding in real time, and 
making systems that can grow. When numerous schools 
work together to make models, figuring out how to keep 
students’ and instructors’ personal information safe and 
follow all the rules and laws has become a major problem 
with technology. The variety of situations in which 
education management takes place also calls for a very 
flexible and tailored data mining system that can handle 
both macro-level policy decisions and micro-level 
individualised counselling. To address the issues, emerging 
technologies like distributed learning and FL have 
increasingly become significant tools for facilitating the 
transformation and enhancement of education management 
data mining. 

In short, school management data mining technology is 
moving away from the old, centralised model and towards a 
new one that values intelligence, collaboration, and privacy 
protection equally. In the future, integrating FL with other 
sophisticated distributed technologies to create a secure and 
efficient intelligent education management data mining 
system would furnish robust technical support for enhancing 
educational governance and advancing educational equity. 

4 System architecture 
4.1 Intelligent educational data mining system 

architecture 
The goal of intelligent education data mining system 
architecture is to enable secure sharing, collaborative 
modelling, and intelligent analysis of education 
management data in a distributed setting. It also aims to 
maximise the privacy protection benefits of FL and fulfil the 
need for thorough mining of diverse education data from 
multiple institutions and types, as depicted in Figure 1. 
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Figure 1 Intelligent education data mining system architecture 
(see online version for colours) 
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1 Data layer 

 The data layer is the most important part of the 
intelligent educational data mining system. It is 
responsible for gathering, storing, pre-processing, and 
managing the security of distributed educational data. 
As modern education becomes more digital, the amount 
of educational data is rising quickly. This includes logs 
of students’ learning behaviours, records of classroom 
interactions, test scores, curricular resources, and 
teachers’ teaching situations. There are many different 
sorts of data, such as structured, semi-structured, and 
unstructured data, as well as text, audio, video, and 
other multimedia content. 

 The data layer should first fix the problem of data 
heterogeneity because the data is spread out among 
multiple schools and management units. To achieve 
this, the system uses common data formats and 
standards, combines and changes data from diverse 
sources and formats, and makes sure the data is of high 
quality by cleaning it, handling missing values, finding 
anomalies, and other methods (Rao et al., 2019). The 
data layer also uses feature engineering technology to 
change the original data into feature representations 
that can be used as model input. This includes things 
like normalising numerical features and coding 
category features. This makes the data easier to 
understand and helps with model training. 

 The data layer also needs to be able to handle and 
schedule data well, process large amounts of data in 
real time or in batches, and make sure that the data is 
sent to the FL training module and intelligent analysis 
module on time and precisely. At the same time, it 
works with metadata management and data bloodline 
tracking technology to keep an eye on the entire 
process of changing and using the data source and 
make sure that the data can be traced and is reliable. 

 When it comes to education data, there is frequently a 
lot of personal and sensitive information, like students’ 
names, grades, family history, and more. Because of 
this, the data layer must be built in a way that fully 
meets data security and privacy protection standards.  
 
 

To make sure that data is safe and follows the rules 
while it is being stored and used, specific steps include 
encrypting local data, controlling access rights, using 
multiple levels of authentication, and anonymising data. 
The data layer also allows for independent 
administration of local data, which keeps sensitive data 
from being stored in one place, lowers the danger of 
data leaks, and gives a strong security assurance for FL 
model training that comes after. 

2 Federated learning co-training layer 

 The layer is a vital aspect of the intelligent educational 
data mining system. Its main job is to let various 
educational institutions share information and train 
models together while keeping each participant’s data 
safe and private. This layer, through the FL framework, 
lets each node train models on its own using private 
data. This keeps sensitive data from being sent and 
stored in one place, which lowers the chance of data 
leaks. 

 Each participant node k in the system has its own local 
dataset Dk and model parameters wk. This node changes 
the model parameters by making a local loss function 
Lk(wk) as little as possible: 
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 The loss function, like mean square error or cross 
entropy, is l(·), and f(xi; wk) is the model’s forecast for 
the input sample xi. This keeps the local data’s 
peculiarities and diversity intact and makes the model 
more flexible in diverse educational settings. 

 After the local training is done, each node sends the 
model parameters to the central server (AbdulRahman 
et al., 2020). The server then combines the model 
parameters based on the weights of each node’s data 
volume to update the global model parameters w: 
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 This weighted average technique makes sure that nodes 
with more data contribute more to the global model. 
This makes the model more accurate and better at 
generalising. The system gets closer to the best model 
with each round of local training and parameter 
aggregation. This fully uses the benefits of dispersed 
data resources. 

 The FL co-training layer can also work with multiple 
types of data settings, which means it can handle varied 
sizes and types of data from different schools and help 
schools use cross-institutional data more effectively. 
This layer, along with privacy protection technologies, 
keeps data safe and makes intelligent education 
management data mining far more useful and effective. 
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3 Intelligent analysis and mining layer 

 The layer is an important part of the education 
management data mining system. It is responsible for 
doing in-depth analysis and finding new information in 
the global model outputs from the FL layer and the 
education big data. This layer uses machine learning, 
data mining, and statistical analysis to find patterns and 
rules in the huge amounts of education data and give 
education management scientific help in making 
decisions. 

 It builds effective analysis models by using  
pre-processing techniques like feature selection and 
dimensionality reduction to model multi-dimensional 
information in educational data, such as student 
behaviour, use of teaching resources, and academic 
performance. Using the global model’s prediction 
results, more critical indicators are taken out to measure 
the quality and efficacy of schooling (Azevedo et al., 
2021). This layer’s most typical analytical model can 
be shown as a mapping function: 

( );y g x θ=  (8) 

 where x is the input feature vector, which includes data 
on students’ learning behaviour, teachers’ teaching 
logs, curriculum resources, and other sources of 
information. θ is the model parameter, and y is the 
prediction result, which could be the prediction of 
students’ performance, the assessment of learning risk, 
or the suggestion of resource optimisation. The model 
g(·) can take on numerous shapes to fit different 
analysis demands. 

 Specifically, each educational institution uses a  
two-layer fully connected neural network for training 
locally: the input layer receives a 30-dimensional 
feature vector after standardisation, the hidden layer 
contains 128 ReLU activation units, and the output 
layer uses Softmax to complete the binary classification 
task. Local training uses cross-entropy as the loss 
function, with a batch size of 32, a fixed learning rate 
of 0.001, and a total of 5 local epochs. After completing 
local updates, the client uploads only the model 
parameters to the central server. The server first 
performs a weighted average based on the data volume 
of each client, then introduces a FedProx regularisation 
term to penalise local updates that deviate too far from 
the global model. The regularisation coefficient μ is 
determined by grid search to be 0.01, effectively 
mitigating the performance degradation caused by non-
iIData. 

 The layer also supports rule-based knowledge 
discovery and visualisation techniques that turn 
complicated data into easy-to-understand reports and 
charts. This helps administrators understand how 
education is changing quickly and improve their 
strategies for managing teaching and learning. This 
layer’s intelligent mining feature not only makes it 

easier to use data, but it also helps school management 
grow in a precise and customised way. 

4 Application service layer 

 This layer, which is the top layer of the intelligent 
educational data mining system, is mainly in charge of 
turning the results of the underlying FL and intelligent 
analyses into a wide range of easy-to-use educational 
management services that directly meet the needs of 
teachers, educational administrators, and other decision 
makers. This layer makes intelligent programmes that 
use data to make school management more efficient 
and make decisions better. 

 It also enables flexible permission management and 
data access control. This makes sure that users in 
different roles may only access the data and services 
they are allowed to, which keeps the system safe and 
standardises it (Anciaux et al., 2019). The layer also 
uses multi-channel service delivery, such as WEB, 
mobile, and API interfaces, which makes it easy for 
school managers to make smart decisions at any time 
and from any place. 

 The intelligent education management system can use 
the application service layer to create a closed loop that 
goes from collecting data to training models to using 
the results. This will help education management 
become smarter and better, and in the end, it will help 
improve the quality of education. 

 The proposed intelligent educational data mining 
system introduces a novel ensemble mechanism within 
the federated learning framework, specifically tailored 
for heterogeneous educational data environments. 
Unlike conventional FL approaches that rely on simple 
parameter averaging, our system employs a dynamic 
weighted aggregation strategy that considers both the 
data distribution characteristics and the local model 
performance of each participating institution. 

 To further quantify potential risks, the system 
automatically records changes in model performance 
and parameter deviation for each client before each 
round of aggregation and generates a risk score using a 
weighted method: clients with greater performance 
degradation and more severe deviations contribute 
higher risk weights. The scoring results are fed back to 
the central server in real time in three tiers (low, 
medium, and high) to dynamically adjust privacy 
budgets and aggregation weights, thereby achieving 
risk visualisation and adaptive control without the need 
for additional modules. 

 Additionally, the system incorporates a local update 
regularisation mechanism during the training phase, 
inspired by FedProx and FedNova, but further 
optimised for educational data heterogeneity. This 
regularisation term is dynamically adjusted based on 
the degree of Non-IIDness in each client’s dataset, as 
measured by the divergence of class distributions or 
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feature distributions compared to the global average. 
These enhancements represent a significant technical 
innovation in FL-based educational data mining 
systems, enabling more robust and adaptive model 
training in real-world educational settings. 

4.2 Model training and privacy preserving 
mechanisms 

In smart educational data mining systems, model training 
and privacy protection are the most important parts that 
keep data safe and make models work better. Data on 
education management often contains a lot of private 
information, like students’ names, grades, behaviour, and 
more. If this information gets out, it could be a big threat to 
privacy. So, the system needs to take strong steps to 
preserve privacy to keep data safe and follow the rules 
while also training models quickly. 

This system uses the FL framework for model training. 
Each node trains the model on its own using local data and 
only sends the parameters or gradients it gets from training 
to the central server. The central server then combines these 
parameters to update the global model. This distributed 
training method efficiently prevents the centralised storage 
and transfer of sensitive data, thus lowering the chance of 
data leaks. 

But releasing model parameters alone can still reveal 
some private information. Attackers might be able to figure 
out some things about a user’s data by looking at the 
submitted model changes. This is why the system uses the 
DP mechanism, which adds random noise that has been 
carefully constructed to the uploaded model parameters. 
This makes it harder to see how individual samples affect 
model updates and protect individual privacy. 

The mathematical definition of DP is that for any two 
datasets D and D’ that are next to each other and differ by 
only one sample, the DP mechanism M holds. 

[ ] [ ]Pr ( ) Pr ( )M D S e M SD δ⋅ ′∈ ≤ ∈ +  (9) 

where ϵ is a privacy budget parameter that shows how 
strong privacy protection is; δ is the allowable chance of 
failure; and S represents any part of the mechanism’s 
output. An attacker can’t tell if a given piece of data is being 
used to train a model if there is enough noise, which 
protects the user’s privacy. 

The system uses secure multi-party computation 
(SMPC) technology in addition to DP to make sure that the 
process of aggregating model parameters is safe. SMPC lets 
each participant work together to finish the calculation of 
the global model without giving up their personal model 
parameters (Nigro et al., 2018). This makes sure that the 
server and other nodes can’t see the training information of 
individual nodes, which makes the system even more 
secure. 

The system also designs an adaptive privacy protection 
strategy to deal with the variety and changeability of 
educational data. This strategy changes the privacy budget 
and noise intensity based on the participants’ computing 

power and privacy needs, so that privacy protection and 
model performance can be optimised at the same time. The 
system keeps making the global model better by using 
numerous rounds of iterative training and privacy protection 
together. 

5 Experimental designs 
5.1 Experimental data 
The experimental dataset utilised in this study is sourced 
from the Programme for International Student Assessment 
(PISA) dataset, sponsored by the Organisation for 
Economic Co-operation and Development (OECD). It gives 
researchers a scientific basis for studying things like school 
management, education policy, and how to best use 
resources. 

Table 1 shows the key parts of the PISA dataset. 

Table 1 Information on the PISA dataset 

Category Data 
fields/dimensions Description 

Student 
characteristics 

Age Age of the student, typically 
15 years old 

Gender Gender of the student 
(male/female) 

Family 
background 

Socioeconomic status, 
parents’ education level, 
occupation, income, etc. 

Learning 
attitudes 

Motivation, interest in 
learning, engagement with 
schoolwork 

Learning 
resources 

Access to books, internet, 
study space, extracurricular 
tutoring, etc. 

Academic 
performance 

Mathematics 
score 

Student’s performance in 
the mathematics test 

Science score Student’s performance in 
the science test 

Reading score Student’s performance in 
the reading test 

Teacher quality Teachers’ qualifications, 
professional training, and 
teaching experience 

Societal 
context 

Regional 
disparities 

Urban/rural or  
cross-national comparisons 
in educational performance 

Educational 
investment 

Government or institutional 
spending on education per 
region or student 

The PISA dataset was selected as the experimental dataset 
for this work primarily because of its comprehensive 
information on educational management and its capacity to 
robustly support FL-based educational data mining 
approaches. FL, as a new way to learn from many places at 
once, can let multiple schools share data and train models 
while keeping data safe and private. Using PISA 
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information, we can model how different schools, regions, 
and countries might work together to learn and look for 
ways to make educational management more effective 
through FL. 

In this study, the PISA dataset was used as the primary 
source for experimental validation. The dataset contains a 
wide range of features related to student characteristics, 
academic performance, and societal context. A detailed 
summary of the features is as follows: 

• Student characteristics: This category includes features 
such as age (numerical, integer), gender (categorical, 
binary: male/female), family background (categorical 
and numerical, including parental education level, 
occupation, and income), learning attitudes (ordinal, 
derived from survey responses), and learning resources 
(binary and numerical, indicating access to books, 
internet, and study space). 

• Academic performance: These are numerical features, 
including scores in mathematics, science, and reading. 
These scores are standardised and used as the primary 
target variables in classification and regression tasks. 

• Societal context: Features such as regional disparities 
(categorical: urban/rural or cross-national) and 
educational investment (numerical, representing  
per-student government spending) were also included 
to reflect broader educational environments. 

The dataset contains a mix of missing values, especially in 
the family background and learning resources categories. 
Missing values were handled using mean imputation for 
numerical features and mode imputation for categorical 
features. Numerical features such as mathematics score and 
educational investment were normalised using min-max 
scaling to ensure model stability and faster convergence. 
Categorical variables were one-hot encoded to allow 
compatibility with model training. 

The dataset was partitioned across five simulated 
educational institutions (clients), each representing a 
different region or school type. Data distribution across 
clients was intentionally made non-IID to reflect real-world 
heterogeneity in educational environments. Specifically, 
each client contained a unique subset of students with 
different demographic and academic profiles. 

For model training and evaluation, the data in each 
client was split into a 70% training set and a 30% test set, 
stratified by academic performance to maintain class 
balance. The global model was trained over 50 
communication rounds, with all clients participating in each 
round. Model performance was evaluated using the 
aggregated global model on the test set of each client, and 
final results were averaged across clients to provide an 
overall performance estimate. 

At the feature level, we extracted 30-dimensional inputs 
from PISA data: 23 numerical features (such as parents’ 
years of education, household income, and number of 
learning resources) were standardised using z-scores; and 7 
categorical features (gender, urban/rural area, school type) 

encoded using one-hot encoding. The label construction is 
based on students’ mathematics scores, divided into ‘high-
scoring/low-scoring’ categories according to the official 
threshold of 550 points. During the training phase, the local 
model uses logistic regression with L2 regularisation (λ = 
1e-4); global aggregation employs FedAvg with 50 
communication rounds, 5 local epochs per client, a batch 
size of 32, and a learning rate of 0.001. The entire process is 
implemented within the Flower framework and is fully 
reproducible. 

5.2 Experimental environment and indicator design 
This study utilises the simulation environment to develop a 
multi-node FL experiment framework that replicates the 
process of multi-agency collaborative modelling in actual 
educational management contexts. The experiment posits 
that each client symbolises a district-level or school-level 
educational unit possessing its own autonomous local data, 
which cannot be directly exchanged but may engage in 
global model training via the federation mechanism.  
The entire experimental platform is set up on a  
high-performance computing server with the Ubuntu 22.04 
LTS operating system and hardware that includes an Intel 
Xeon Gold 6338 processor (32 cores), an NVIDIA A100 
GPU (40GB graphics memory), and 256GB of RAM. This 
setup can handle high concurrency and low latency data 
processing and model computation needed for federation 
training. The experiment primarily utilises the NVIDIA 
A100 GPU (40GB graphics RAM) and 256GB of memory 
within the software environment. 

Python 3.10 is the programming language used to make 
the software environment. PyTorch 2.0 is used to make the 
local training model, and the Flower framework is used to 
make the federated communication mechanism. Data 
processing and preprocessing mostly use popular tool 
libraries like NumPy, Pandas, and Scikit-learn. In the 
simulation deployment, there are 5 client nodes and 1 
central server. The clients can only talk to the central server 
over the gRPC protocol; they can’t talk to each other. Each 
round of federated training process includes: local model 
training → model upload → parameter aggregation → 
model dissemination, all nodes complete the training and 
communication in parallel, simulating the privacy protection 
and model collaboration scenarios of real distributed 
educational data. The federated training process consists of 
local model training, model upload, parameter aggregation, 
and model dissemination. 

This study selects three representative assessment 
metrics from three dimensions: classification performance, 
training efficiency, and communication cost. These metrics 
are used to comprehensively evaluate the effectiveness and 
flexibility of FL-based data mining approaches in managing 
education. 

First, accuracy is one of the most common methods used 
to quantify how well a model classifies targets in 
educational management problems, such as student 
performance and learning risk. The formula for calculating 
it is: 
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Accuracy TP TN
TP TN FP FN

+=
+ + +

 (10) 

where TP, TN, FP, and FN represent the number of true 
positives, true negatives, false positives, and false negatives, 
respectively. The model’s high accuracy rate demonstrates 
its ability to make reliable predictions and provide 
educational managers with more dependable supplementary 
information to support their decision-making. 

Second, this paper presents the F1 Score, the harmonic 
means of Precision and Recall, to address the issue of 
assessment bias caused by category imbalance in 
educational data (e.g., minority students, students facing 
academic challenges). The F1 Score more accurately 
reflects the model’s balance between identification, 
accuracy and completeness: 

Precision RecallF1 Score 2
Precision+Recall

×= ×  (11) 

Precision TP
TP FP

=
+

 (12) 

Recall TP
TP FN

=
+

 (13) 

The model is more robust and reliable at managing uneven 
education data, the higher the F1 score. 

Lastly, this paper talks about area under curve (AUC) as 
an important way to quantify how well the system classifies 
things. AUC is a general measure of how well the model 
can sort positive and negative data (Norton and Uryasev, 
2019). The AUC value ranges from 0 to 1. A higher value 
indicates that the model is more effective at distinguishing 
between samples and performs better. The formula for its 
calculation is as follows: 

1

0
AUC ( ) ( )TPR t dFPR t=   (14) 

where TPR(t) is the true positive rate, and FPR(t) is the 
false positive rate at threshold t. The AUC is an effective 
metric for evaluating a model’s performance across 
different thresholds. It can be used to assess how well a 
model performs in classification tasks within educational 
management data mining. 

In conclusion, this paper thoroughly assesses the 
proposed method’s practical application value in education 
management data mining by evaluating three key metrics: 
classification performance, model robustness, and system 
efficiency. 

5.3 Experimental results and analysis and discussion 
Experiment 1 seeks to assess the overall efficacy of the 
proposed intelligent FL-based data mining system for 
educational management within educational data contexts 
and to juxtapose it with other prevalent methodologies to 
ascertain if the system can maintain efficient and precise 
data mining operations while preserving data distribution 
independence. 

The experiments established three model training 
strategies for evaluation: 

1 a centralised approach (centralised), where all data is 
trained in a single location 

2 a traditional federated learning approach (FedAvg), 
which resembles a typical federated learning 
environment 

3 the system architecture proposed in this paper 
(proposed FL system), which incorporates intelligent 
analysis modules and multi-layer co-training. 

The same network structure and training parameters are 
used for each method, with cross-entropy as the loss 
function. All methods are trained until convergence. 

Figure 2 shows the outcomes of the experiment. 

Figure 2 Comparison of the performance of different methods in 
student performance (see online version for colours) 

Centralized FedAvg Proposed FL System
0.80

0.85

0.90

0.95
 Accuracy   F1 Score   AUC

  
The experimental results indicate that the centralised 
technique attains the best accuracy and AUC values, 
demonstrating superior classification capabilities due to its 
comprehensive data availability. But the centralised model 
doesn’t work well in real school management because data 
is spread out and privacy protection rules are quite rigors. 
The standard FL approach FedAvg, on the other hand, 
works well in distributed systems, but its model 
performance goes down when it has to deal with data 
heterogeneity. 

The intelligent educational management data mining 
system described in this paper enhances the adaptability and 
resilience of FL by the implementation of a multi-layer 
collaborative training mechanism and an intelligent analysis 
module. Its accuracy and F1 score are better than the 
FedAvg approach and close to the centralised model. This 
shows that the system can still provide good mining results 
while keeping data private. It also has significant practical 
utility and might be promoted. 

The goal of Experiment 2 is to see if the optimisation 
method employed in the FL co-training layer of the 
intelligent education management data mining system 
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developed in this paper really does improve performance 
when it works with different types of education data. In 
particular, the traditional FedAvg algorithm is compared to 
two enhanced federated algorithms, FedProx and FedNova, 
as well as the enhanced algorithms incorporated in this 
paper’s system, to assess the applicability and model 
performance of each algorithm in a Non-IID data 
environment. 

The studies utilise the PISA dataset, focusing on the 
student academic performance classification task, while 
maintaining a consistent network structure and training 
hyperparameters. FedProx lessens the disparities across 
client models by adding regular terms to limit the local 
models. FedNova, on the other hand, speeds up convergence 
by changing the weights of the gradients of various clients. 
This paper’s system builds on this by combining adaptive 
learning rate modification with a local update strategy to 
make the model even better at generalising. Figure 3 shows 
the outcomes of the experiment: 

Figure 3 Performance comparison of federated algorithms  
(see online version for colours) 
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The experimental results demonstrate that the FedProx 
algorithm improves accuracy by one percentage point (from 
0.843 to 0.853) and increases the F1 score and AUC by 
1.1% and 0.6%, respectively, compared to the original 
FedAvg. This indicates that incorporating regularisation 
term constraints helps mitigate the adverse effects of  
non-IID data on model training. Consequently, the local 
model updates become more stable. Additionally, FedNova 
achieves further improvements, with accuracy reaching 
0.857, an F1 score of 0.840, and an AUC of 0.890. This 
suggests that the weighted normalisation of the gradient 
enhances the balance of contributions from different clients, 
resulting in faster convergence and superior performance. 

This paper proposes a system which achieves an 
accuracy of 0.861, which is 0.4 percentage points higher 
than FedNova. The F1 score and AUC are 0.846 and 0.894, 
respectively, which are also higher than those of all the 
other algorithms compared. It can better capture the 
different aspects of student performance, make the model 
more stable and efficient, and offer a more useful and 

valuable solution for data intelligence in education 
management. 

Experiment 3 aims to evaluate the influence of the 
privacy protection mechanism implemented in the 
intelligent education management data mining system of 
this paper on model performance, and to confirm that the 
system can sustain high mining accuracy and stability while 
ensuring data security and privacy. The experiment employs 
the classification of students’ academic performance 
utilising the PISA dataset and examines the balance 
between privacy protection and model performance by 
contrasting the efficacy of the baseline model, which lacks 
the privacy protection mechanism, with that of the model 
incorporating the DP technique. 

The privacy-preserving module uses a noise injection 
method to add Laplace noise during the local model update 
phase to make sure DP guarantees are met. It also controls 
the privacy budget ε to make sure that the data isn’t leaked. 
Figure 4 shows the outcomes of the experiment: 

Figure 4 Impact of privacy protection mechanism on model 
performance (see online version for colours) 

With DP Without Privacy (Baseline)
0.82

0.83

0.84

0.85

0.86

0.87

0.88

0.89

0.90  Accuracy  F1 Score  AUC

  

The experimental results demonstrate that the 
implementation of the DP mechanism enhances the model’s 
accuracy by approximately 2.2 percentage points, while the 
F1 score and AUC improve by roughly 1.7% and 1.3%, 
respectively, indicating that privacy protection contributes 
to the model’s accuracy performance to a certain degree. 
The protected model, on the other hand, performs worse 
than the unprotected baseline model. However, this is still 
good enough for real-world school management data 
mining. 

The privacy protection method created by the system in 
this work strikes a good compromise between model 
performance and user data security and privacy. This makes 
intelligent education data mining reliable and useful. The 
method offers robust support for data security in distributed 
educational data environments and further advances the 
informatisation and intelligence initiatives in educational 
administration. 

The intelligent FL-based educational management data 
mining system developed in this paper demonstrates 
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considerable advantages across multiple dimensions through 
the rigors validation of three tests. Experiment 1 
demonstrates that the system can attain high-precision 
classification results comparable to the centralised model 
while ensuring data privacy, hence validating the efficacy of 
the system’s overall architecture. Experiment 2 further 
confirms the upgraded FL algorithm’s ability to adapt and 
improve performance in the system for handling different 
types of educational material. This shows that the  
multi-layer collaborative training mechanism is better. 
Experiment 3 concentrates on the privacy protection 
method, demonstrating that the system sustains superior 
mining performance under DP guarantee, which addresses 
the requirements of data security and intelligent analysis. In 
short, the proposed system is very useful in real life and has 
a lot of potential for growth. It is also good for use in 
education management situations where privacy is 
important. 

To enhance the interpretability of the proposed  
FL-based intelligent educational data mining system and 
provide deeper insights into the model’s decision-making 
process, we have conducted a feature-important analysis 
using SHAP (SHapley Additive ExPlanations). This method 
is grounded in cooperative game theory and offers a unified 
measure of feature contributions to model predictions, 
making it particularly suitable for complex models trained 
on heterogeneous educational data. 

In this analysis, we applied SHAP values to the final 
global model obtained from the proposed FL system. The 
results highlight the most influential features in predicting 
student academic performance. Specifically, features such 
as Family Background, Learning Attitudes, and Learning 
Resources were found to have the highest impact on model 
predictions. For instance, students with higher parental 
education levels and access to learning resources (e.g., 
books and internet) consistently showed better performance 
outcomes. Additionally, Teacher Quality and Educational 
Investment were also identified as significant contributors, 
indicating that institutional factors play a crucial role in 
shaping student achievement. 

These findings not only validate the model’s behaviour 
but also provide actionable insights for educational 
administrators. By identifying the most predictive variables, 
stakeholders can design more targeted interventions to 
support at-risk students and optimise resource allocation. 
This level of interpretability enhances both the scientific 
and practical value of the proposed system, supporting its 
application in real-world educational management 
scenarios. 

6 Conclusions 
6.1 Summary of the study 
This project focuses on intelligent FL-based data mining 
techniques for educational management. The system creates 
and implements a series of architectures that integrate  
multi-level collaborative training with intelligent analysis. 

The suggested approach in this research greatly enhances 
the accuracy and reliability of educational management data 
mining, all while keeping data safe and private, as shown by 
experiments on the dataset. The experimental results 
demonstrate that the developed FL algorithm optimisation 
strategy and privacy protection mechanism can effectively 
address the challenges of data heterogeneity and uneven 
distribution, ensuring high efficiency and generalisation in 
model training, while facilitating the practical application of 
intelligent analysis of educational data. 

This article also looks closely at how well different FL 
algorithms work in education management situations. It also 
incorporates DP technology to make things safer, which 
reduces the possibility of privacy leaks that come with 
standard centralised data processing approaches. The 
comprehensive study offers a novel data mining solution in 
the realm of education management, fosters equilibrium 
between data sharing and security, and establishes the 
theoretical framework and technological assistance for the 
development and implementation of forthcoming intelligent 
education systems. 

Even if this study had good results, there are still some 
problems. 

First, while the dataset utilised in this study is 
authoritative in international education assessment, it is 
relatively homogeneous, primarily concentrating on 
students’ academic performance and certain background 
information. It does not encompass multidimensional data 
regarding other critical aspects of the education 
management system, such as teachers’ behaviour, school 
management processes, and resource allocation. 

Second, the DP technique used in this paper will always 
add noise while keeping data private and safe, which will 
make the model work less well. How to create a more 
sophisticated privacy protection plan that has the least 
influence on model performance while keeping private safe 
is a major problem that needs to be solved quickly in future 
research. 

Lastly, FL itself needs a lot of computing power and 
network resources. In the education management system, 
where there are a lot of people involved and the network 
environment is complicated and changes often, frequent 
model updates and parameter exchanges can cause 
communication delays and put more strain on the system, 
which can lower the overall training efficiency. 

6.2 Directions for subsequent research 
To mitigate the constraints identified in this study, 
subsequent research may be conducted in the following 
areas. First, the system’s adaptability to complex education 
scenarios and its level of generalisation should be improved 
by adding more dimensional and multimodal education 
management data sources and types. This could include data 
on teachers’ teaching behaviours, how school resources are 
allocated and managed, and more. By adding rich data 
features, it can better show the real demands of education 
management and make data mining even more accurate and 
in-depth (Li et al., 2018). 
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Second, improving the privacy protection system is a 
key area for future research. In the future, it may be possible 
to build more efficient DP algorithms or combine them with 
FL, SMPC, homomorphic encryption, and other methods to 
improve privacy protection while having less of an effect on 
model performance. Also, optimising how privacy budgets 
and defence tactics are used will be an important aspect of 
making the system more secure and stable so that it can 
effectively withstand a variety of possible attacks in real-
world situations. 

One promising direction is the development of user-
friendly interfaces and decision support modules that allow 
non-technical stakeholders to interact with the system and 
interpret its outputs. This includes visual dashboards, alert 
systems for at-risk students, and recommendation engines 
for resource allocation and intervention planning. 
Integrating such functionalities into daily educational 
practices will require close collaboration with domain 
experts, including educational psychologists, school 
administrators, and learning scientists. 

Moreover, future research should assess the system’s 
reliability and generalisability across diverse educational 
and cultural contexts. This includes evaluating its 
performance in low-resource settings, where data quality 
and infrastructure may be limited. Addressing potential data 
biases – such as those arising from socioeconomic or 
demographic disparities – will also be crucial to ensure 
equitable outcomes and avoid reinforcing existing 
inequalities in education. 

Finally, to deal with FL’s communication overhead and 
computational efficiency, we should work on making model 
training algorithms that are lighter and more efficient, 
improving the system’s communication protocols and 
resource management strategies, lowering bandwidth needs 
and latency, and making the system more scalable and 
useful. It can also be used with edge computing and other 
technologies to process data in a distributed way. This will 
make training more real-time and responsive overall and set 
the stage for the widespread use of large-scale intelligent 
education management systems. 
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