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Abstract: Text detection plays a vital role in applications like automated 
document analysis and scene understanding, yet achieving reliable accuracy in 
cluttered or low-contrast environments remains challenging. We propose  
FAF-Text, an English text detection framework that integrates adaptive feature 
filtering and multi-scale fusion to address these limitations. The filtering 
module employs gradient analysis to suppress noise and irrelevant patterns, 
while the fusion mechanism dynamically combines contextual and semantic 
features through attention-based learning. Evaluations on benchmark datasets 
demonstrate a 23% improvement in edge preservation and 18% enhancement in 
multi-scale recognition compared to existing methods. Ablation studies confirm 
the necessity of both modules, particularly under high-noise and low-resolution 
conditions, Furthermore, the framework’s modular architecture ensures 
compatibility with multilingual OCR systems, offering a balance between 
computational efficiency and adaptability to complex text layouts. 
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1 Introduction 

1.1 Background of study 

English text detection is essentially a process that combines language category 
discrimination and semantic recognition. It not only needs to identify whether the text is 
in English but also needs to further judge whether it belongs to a specific language type 
or semantic category, such as whether it is a normal expression, whether it contains 
potential risk information, or whether it meets the content specifications of a particular 
application scenario. Currently, most mainstream approaches use machine learning or 
deep learning frameworks to model text, but in the actual deployment process, there are 
still some problems that are difficult to ignore (Nguyen et al., 2019). For example, the 
input text often has redundant information, fuzzy expressions and irregular structure, 
which makes the model easy to introduce noise in the feature extraction phase, thus 
affecting the classification effect. 

In addition, with the diversification of text data sources, it is difficult to meet the 
detection requirements of complex scenes with a single feature representation. The 
commonly used feature approach in the past is still effective in some tasks, but its 
robustness is obviously insufficient when facing cross-domain and multi-style English 
texts. Meanwhile, although deep models have stronger feature auto-learning capabilities, 
their training process usually relies on a large amount of labelled data, and it is difficult 
to explain their internal mechanisms and lacks transparency. This makes the model 
results face a certain trust crisis in real systems, especially in application scenarios that 
require strict auditing. 

To solve the challenges listed above, some studies in recent years have suggested 
combining classic feature selection approaches with deep feature representation to make 
models better at generalising from different levels. The feature filtering process has 
gotten a lot of attention since it can get rid of extra information and make models more 
accurate and training faster. At the same time, adaptive fusion techniques are also being 
used more and more in text modelling (Al-Tameemi et al., 2023). The main concept 
behind this is to add a weight allocation mechanism between distinct features so that the 
model can change its focus based on the characteristics of different inputs. This technique 
may successfully combine superficial and deep semantic information, improve the 
model's capacity to grasp context, and has worked very well on a number of text analysis 
tasks. 

1.2 Status of study 

In the beginning, research was mostly about using word frequency data, keyword 
matching, and rule sets to look at texts. Term frequency-inverse document frequency 
(TF-IDF), bag of words (BoW), and n-gram models are some common methods that 
make feature vectors to get a basic picture of text (Nafis and Awang, 2021). Researchers 
often employ classic machine learning methods like Simple Bayes, support vector 
machines (SVM), and K-nearest neighbours to do classification. These approaches are 
good for situations when the text structure is consistent, and the topic is very focused 
because they are cheap to run and easy to understand (Fanny et al., 2018). 

However, as English texts grow in open places like social media, comment sections, 
and instant messaging, the way people use language becomes less structured and more 
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fluid. Traditional approaches don't do a good job of modelling context and syntax, which 
makes it hard to deal with linguistic aspects like complicated semantics, lexical 
ambiguity, and polysemous phrases. At the same time, features that are designed by hand 
are very subjective, not very adaptable, and very sensitive to changes in data distribution. 
This makes it hard to guarantee that they will be accurate. 

Researchers have started to use deep learning methods more and more to get over the 
problems listed above. Models that use convolutional neural networks (CNN) and 
recurrent neural networks (RNN) are starting to do better at text categorisation and 
detection tasks (Banerjee et al., 2019). These kinds of models may automatically pull-out 
semantic features from raw text based on the context, which means that less manual 
feature engineering is needed. The adoption of a bi-directional recurrent network 
topology makes the model more expressive when it comes to long text and semantics that 
are important to the context. But these models still have a lot of technical problems. For 
example, their structure is fixed, so it's hard to change them on the flight to fit the 
characteristics of the input samples. Also, they don't model feature importance explicitly, 
and they often keep all features, which leads to the accumulation of extra information and 
lowers the accuracy and speed of classification. 

With the development of pre-trained language models, the performance of text 
detection tasks has seen a new breakthrough. Language models based on large-scale 
unsupervised corpus training have achieved transfer learning in downstream tasks, 
significantly improving text semantic understanding (Bashath et al., 2022). Such models 
can capture deeper semantic relations and maintain strong robustness in diverse text types 
through multi-layer attention mechanisms and contextual coding structures. They are 
widely used in tasks such as sentiment analysis, intent recognition, and content auditing, 
and have achieved excellent results on multiple evaluation datasets. 

Nevertheless, pre-trained models still have some non-negligible problems. Firstly, 
they are usually large in structure and have a high dependence on computational 
resources and storage space, which is not conducive to edge deployment or real-time 
detection requirements. Second, since such models tend to retain all semantic information 
and lack a screening mechanism for redundant features, they are prone to introduce 
interference noise, leading to a decrease in model inference efficiency. Thirdly, the 
feature fusion mechanism in the pre-trained models is often static, with limited ability to 
adapt to different tasks or text types, making it difficult to achieve targeted feature 
reconstruction and dynamic weighting. These problems are especially obvious when 
dealing with English texts with large stylistic differences and highly noisy contents. 

Against the above background, some studies have begun to explore the reintroduction 
of feature selection and fusion mechanisms into model design. By constructing a multi-
channel input structure or introducing a feature filtering module, the model's ability to 
extract key information and its resistance to redundant data are improved. Meanwhile, 
adaptive fusion strategy has gradually become a research hotspot, and researchers try to 
give differentiated weights to different levels or types of features based on the attention 
mechanism, gating structure, or feature importance assessment method, to improve the 
expression efficiency and decision-making accuracy of the model. 

Although these attempts have made some progress, overall, there are still obvious 
shortcomings of the existing methods in the English text detection task. On the one hand, 
most studies fail to systematically address the problems of feature redundancy and 
uneven feature importance; on the other hand, the fusion strategies are mostly static in 
design, lacking sensitivity to the diversity of the input text and changes in the context and 
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failing to achieve dynamic adjustment (Zhu et al., 2023). In addition, the complexity of 
the deep model also makes the deployment cost and training cost high, which restricts its 
application in real-world scenarios. 

Therefore, constructing an English text detection algorithm with both efficient feature 
filtering capability and dynamic fusion capability has become an important direction in 
current research. Based on this, this paper proposes a detection algorithm that combines 
feature filtering mechanism and adaptive fusion strategy, aiming to enhance the stability 
and adaptability of the model while improving the detection performance, and providing 
a new solution idea for efficient and scalable English text processing. 

2 Relevant technologies 

2.1 English text detection 

English text detection refers to the technical process of analysing and identifying the 
input text to determine its linguistic properties, content categories, and potential semantic 
information. In the field of natural language processing, text detection tasks cover a 
variety of aspects such as language recognition, text classification, abnormal text 
detection, and sensitive information recognition. For the detection of English text, it is 
not only necessary to accurately identify the text as belonging to the English language but 
also need to carry out more detailed analysis and discrimination based on the content 
features, to achieve the application requirements of filtering, classification and annotation 
of the text. 

English text detection has significant diversity and complexity. On the one hand, 
English text comes from a wide range of sources, including news reports, technical 
documents, social media posts, user comments, advertisements, etc., and there are big 
differences in the language style, structure and expression habits of each type. The 
detection model therefore needs to have a good generalisation ability and be able to adapt 
to the feature changes of multi-domain and multi-style texts (Jiang et al., 2024). On the 
other hand, texts in real applications often contain spelling mistakes, slang abbreviations, 
emoticons and multilingual mixing phenomena, which greatly increase the difficulty of 
text processing. In addition, texts are often ambiguous, polysemous and implied 
semantics, such as irony, puns and other linguistic phenomena, which are difficult to be 
accurately captured by traditional methods based on surface statistical features. 

With the development of natural language generation technology, the emergence of 
auto-generated text and forged information makes English text detection face new 
challenges. Detection systems not only need to identify the surface features of the text but 
also need to mine semantic and contextual information to judge the authenticity and 
legitimacy of the text. At the same time, the increasing demand for malicious text 
detection (e.g., spam, false advertisements, internet rumours, etc.) has pushed the related 
algorithms to be optimised. 

In practice, English text detection plays an important role. The content audit system 
relies on efficient and accurate text detection technology to automatically filter illegal, 
sensitive or illicit content to ensure the safety of the platform environment. The public 
opinion monitoring system detects a large amount of social media data to achieve  
real-time tracking and analysis of public sentiment and hot events. Spam filtering, on the 
other hand, effectively reduces the spread of spam and junk comments and improves user 
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experience (Zhao et al., 2025). In addition, intelligent customer service, personalised 
recommendation and knowledge management systems also rely on English text detection 
technology to improve semantic understanding and interaction quality. 

Overall, English text detection, as a basic and critical technology, faces multiple 
challenges of linguistic diversity, text noise and semantic complexity. The 
implementation of efficient, accurate and adaptable detection algorithms has become the 
focus of research in this area. Subsequent chapters will focus on feature filtering and 
adaptive fusion mechanisms to explore effective methods to improve the performance of 
English text detection. 

2.2 Feature filtering 

Feature filtering is a classic feature selection method that aims to remove the subset of 
features of greatest value to model prediction by evaluating each feature independently of 
the target variable. Unlike wrapper-type or embedding-type approaches based on specific 
models, feature filtering focuses on model-free feature pre-processing through the 
assistance of statistical and information-theoretic methods. Its power lies in that it is 
capable of quickly eliminating irrelevant and redundant features without model training, 
significantly reducing the subsequent computational complexity and improving the 
model's ability to generalise. The independent test is amenable to feature filtering as the 
preferred approach for high-dimensional data processing, especially when the data 
dimension is far larger orders than the sample size. 

The core process of feature filtering is in three stages. Firstly, the importance of each 
feature is quantified by computing association measures between it and the target 
variable. Common measures are information gain, chi-square statistics, mutual 
information and correlation coefficient, which represent different statistical 
interdependencies between features and labels (Asghari et al., 2023). For instance, 
information gain is founded on the entropy concept and quantifies the ability of features 
to reduce label uncertainty, which is defined as: 

( ) ( ) ( )IG f H Y H Y f= −  (1) 

where H(Y) represents the entropy of the target variable, a measure of the overall 
uncertainty of the data, and H(Y|f) is the conditional entropy conditional on the feature f, 
indicating the remaining uncertainty. A higher information gain indicates that the feature 
has a higher discriminative power in distinguishing between different categories or 
predicting the target (Amarnadh and Moparthi, 2024). Subsequently, the features are 
ranked based on these metrics and the most representative subset of features are selected 
in conjunction with a preset threshold. Finally, these features are used as simplified 
inputs for subsequent model training. 

The addition of the gating mechanism further improves the model's ability to  
filter out extra and noisy information, making the feature filtering process smarter and 
more precise. Feature embedding technology, which maps discrete and sparse  
high-dimensional features into a low-dimensional continuous space, can also help the 
filtering algorithm find the most important features more easily by creating a more 
compact and semantically-rich feature expression. 
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2.3 Adaptive fusion 

Adaptive fusion, as a dynamic information integration method for complex tasks, has 
gradually become an important research direction in feature processing and model 
optimisation in recent years. Its core idea is to autonomously adjust the fusion strategy 
according to the semantic properties of different input features or model outputs, to adapt 
to the discriminative needs in different scenarios. Compared with traditional static fusion 
methods (e.g., direct splicing or averaging), adaptive fusion is more flexible and can 
effectively suppress redundancy and interference while maintaining information integrity 
and improve the overall model expressiveness and generalisation performance (Karim  
et al., 2023). 

In practice, adaptive fusion usually relies on learnable structures to dynamically 
allocate the contribution weights of each feature in the fusion process. Among them, the 
attention mechanism is a typical implementation. It directs the model to focus on more 
valuable information regions by constructing a trainable weight distribution. Assuming 
that the input feature set is {f1, f2, …, fn}, weighted fusion can be performed in the 
following form: 

1

n

fusion i i
i

F f
=

=α  (2) 

where αi is the attention weight of the ith feature. A softmax normalisation function 
commonly makes the weights, like this: 

( )
( )1

exp

exp
i

i n
jj

e

e
=

=


α  (3) 

( )i ie score f=  (4) 

where ei is the importance score of feature fi, which is often done by a learnable neural 
network structure. score(fi) is some kind of learnable scoring function for evaluating the 
importance of each feature. 

The gating mechanism is another common technical technique used in adaptive 
fusion, along with the attention mechanism. Different from attention, the gating 
mechanism emphasises the selection and control of information pathways, which is 
inspired by the control structure of state updates in RNN. In simple terms, gating 
determines whether and to what extent a certain feature information is retained in the 
fusion result through a gate value between 0 and 1. For instance, if you have the feature 
vectors f1 and f2 from two sources, the result of the fusion can be written as: 

1 21( )fusionF g f g f= + −   (5) 

( )g σ Wx b= +  (6) 

where g is the gating weight generated by the sigmoid function and   denotes the per-
element multiplication. The gating value g is adaptively generated based on the content of 
the input features, which determines the weight of information from different sources in 
the fusion (Wang et al., 2022). Compared with the attention mechanism, the gating 
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structure has a stronger selective control capability, which is especially suitable for 
scenarios where redundant or noisy information needs to be suppressed. 

In fact, adaptive fusion is not only applicable to the operation of feature dimensions, 
but also widely used in the integration between different model outputs,  
different perceptual modalities, and even multi-scale hierarchical information. In these 
multi-source heterogeneous scenarios, it is difficult for static fusion methods to consider 
the differences in information and task relevance, while adaptive mechanisms can 
achieve more targeted fusion strategies while fully preserving feature diversity. 

Although adaptive fusion improves the intelligence of the system, the learnable 
structure it introduces also brings problems such as rising training complexity and 
decreasing model interpretability. How to control the parameter scale, improve the 
training efficiency, and enhance the controllability of the structure while ensuring the 
expressiveness remains a key challenge in current research. To this end, more and more 
research has begun to focus on the lightweight design of fusion structures, for example, 
by compressing the attention module and sparse gating networks to reduce the 
computational cost while maintaining performance. 

Overall, adaptive fusion provides a more intelligent and flexible implementation path 
for feature integration through attention and gating mechanisms. It enables the model to 
not only perceive the differences between the information, but also actively optimise the 
fusion strategy to adapt to the changing task requirements. With the increase of data 
complexity and the expansion of scene diversity, adaptive fusion will continue to be one 
of the important basic technologies for building high-performance intelligent systems. 

Figure 1 FAF-text English text detection algorithm (see online version for colours) 
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3 Detection algorithm design 

The five basic modules of the FAF-Text English text detection algorithm proposed in this 
paper are pre-processing, feature filtering, adaptive fusion, detection discrimination and 
evaluation feedback module. These modules are compounded together to form a close-
loop English text detection process ranging from data cleaning to feature optimisation to 
result output and performance evaluation. Besides improving the feature expression 
ability, it also makes the design more flexible and scalable, see Figure 1. 

3.1 Pre-processing module 

In the FAF-Text algorithm, the pre-processing module is the starting point of the whole 
text detection process, undertaking the key task of normalising and structuring the 
original English text. Its core objective is to maximally retain the key information in the 
text, laying a solid foundation for the subsequent feature filtering and adaptive fusion, 
and at the same time providing the necessary input preparation for reducing the model 
complexity (Zheng et al., 2021). Considering the diversity and complexity of natural 
language, unprocessed text often contains a large amount of noisy information and 
unnecessary redundancy, and its direct use will lead to sparse and redundant feature 
representations, which in turn affects detection accuracy and computational efficiency. 

Specifically, the pre-processing module includes steps such as cleaning the text (e.g., 
removing irrelevant symbols and HTML tags), unifying the case, removing deactivated 
words, and restoring word forms. The cleaning process effectively removes interfering 
elements and ensures the prominence of key information; the unified case and word 
shape reduction principle reduces the expansion of the feature space by synonyms and 
morphemes; and the deactivation word removal removes high frequency but non-
discriminative words, which helps to alleviate the burden of the subsequent model and 
reduce the complexity. 

After completing the text normalisation, the FAF-text algorithm uses the TF-IDF 
vectorisation method to convert the text into a numerical feature representation. The 
method reflects the importance of vocabulary in a single text by combining word 
frequency with inverse document frequency, while suppressing invalid words that are 
prevalent throughout the corpus. The mathematical expression for TF-IDF is: 

, , log
(

( ) (
)

) NTF IDF t d tf t d
df t

 − = ×  
 

 (7) 

where t is a lexical term, d is a document, tf(t, d) is the word frequency of lexical term t in 
document d, df(t) is the document frequency of lexical term t, and N is the number of 
documents in the corpus. By so doing, each document is expressed as a high-dimensional 
sparse vector, not merely preserving the semantic information of text, but also averting 
the interference noise caused by redundant words. 

In short, FAF-Text's pre-processing module ensures input feature expressiveness and 
accuracy by taking systematic text normalisation and optimised vectorisation approaches, 
which forms a good foundation for subsequent feature filtering and adaptive fusion and 
thus enhances the performance and stability of the whole detection algorithm. 
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3.2 Feature filtering module 

In FAF-text algorithm, the feature filtering module occupies a core role, and its goal is to 
eliminate redundant and useless features, assuming maintaining the vital information 
within the text to the maximum possible degree to adequately reduce the model 
complexity. Since the TF-IDF features obtained in the pre-processing process tend to 
have high dimensions and contain a lot of noise or redundant information, the direct use 
of the features not only will increase the computation cost but also decrease the detection 
accuracy. Therefore, designing a rational feature filtering process is necessary to improve 
the efficiency and accuracy of the algorithm. 

Feature selection selects the set of features that are most important to the detection 
task by analysing their statistical properties and discriminative abilities (Lualdi and 
Fasano, 2019). Variance, information gain, chi-square test, etc., are some popular 
measures. These measurements can quantify feature-category label correlation and help 
the algorithm focus on words or phrases having high semantic content. 

Especially, let the original feature space be X with the feature dimension xi. The 
feature filtering module assigns the scores of the features by some scoring function S(xi) 
and takes the top k highest-scoring features as the final input. The formula is as follows: 

{ }1 2, , , mX x x x= …  (8) 

( ),( )i iS x ScoreMetric x Y=  (9) 

where Y is the category label of the text and ScoreMetric can be used to retrieve various 
statistical measures such as information gain, variance threshold, mutual information and 
so on (Fan et al., 2019). The selected subset of features is: 

( ){ }1, 2, ,filtered i iX x S x i mθ =≥= …  (10) 

where the value of θ is determined on the basis of experiment knowledge or cross-
validation, so the filtered features have the necessary information and not excessive 
redundancy. 

This filter-based approach not only improves the training and inference efficiency of 
the model but also reduces the risk of overfitting and improves the generalisation ability 
of the detection algorithm through the removal of redundant features. Additionally, the 
filtered feature outputs provide more precise and effective inputs for subsequent adaptive 
fusion, and the dynamic weight determination becomes more accurate and thus the 
overall detection precision and reliability are improved. 

It must be noted that feature filtering is not a simple feature pruning process but a 
smart modification of the feature set from guaranteeing semantic richness and alignment 
of the individual needs of the text detection problem. This smart filtering process is one 
of the core technologies of FAF-text algorithm for simplifying the model and 
performance optimisation. 

3.3 Adaptive fusion module 

The adaptive fusion module is the core component in the FAF-text algorithm, which is 
mainly responsible for the dynamic weight assignment and fusion of the 
multidimensional features obtained after feature filtering, to enhance the model's 
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adaptability to different text styles and context changes. In practical applications, English 
texts are expressed in various forms, and a single fixed-weight fusion is difficult to 
effectively capture these complex linguistic features. Adaptive fusion achieves automatic 
adjustment of the importance of features by introducing a dynamic adjustment 
mechanism, thus enhancing the accuracy and robustness of detection. 

The module assigns different weights to different feature dimensions based on the 
gating mechanism. Specifically, let the feature vector obtained after feature filtering be F, 
and each fi denotes a filtered feature dimension. The core objective of adaptive fusion is 
to compute a corresponding weight αi for each fi, so that the fused feature representation 
can highlight the dimensions that contribute more to the detection task and weaken the 
noise or redundant information. 

The weight αi is computed by first mapping the feature scores through a nonlinear 
activation function and then normalising the weight values to ensure that the overall 
weight sums to 1. The procedure is as follows: 

( )T
i iz σ w f b= +  (11) 

1

i
i k

jj

z

z
=

=


α  (12) 

where σ(⋅) is usually a sigmoid function to restrict the score within the range of 0 to 1, w 
and b are training vectors of parameters and biases. The normalisation step conserves the 
probabilistic nature of the weights, so each feature contribution is dynamically scaled. 

The fused feature representation Ffusion is obtained through weighted summation: 

1

k

fusion i i
i

F f
=

=α  (13) 

By this way, the adaptive fusion module can dynamically highlight the feature 
components with high correlations to the detection task and suppress interference and 
significantly improve the discriminative ability of the feature representation. 

In addition, in order to enhance the adaptability of the module further, the process of 
fusion brings in multi-layer gating besides, by virtue of which the model can dynamically 
adjust the features at diverse levels, more accurately meeting the diverse changes of text 
style and context. Not only does this structure optimise the feature expression structure, 
but it also effectively eliminates the information loss and model rigidity brought about by 
the initial fixed fusion approach. 

Briefly, the adaptive fusion module of FAF-text addresses the feature contribution 
balance by incorporating a gating-based dynamic weighting mechanism, which facilitates 
the model's adaptability and detection ability for diverse English texts and provides an 
indispensable supplement to the superb performance of the whole algorithm. 

3.4 Detection and discrimination module 

The detection discriminant module is the key link in the FAF-text algorithm, responsible 
for the final classification and detection of text based on the adaptively fused feature 
vectors. The design goal of this module is to ensure high accuracy while considering the 
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computational efficiency and the generalisation ability of the model, to meet the dual 
requirements of performance and response speed in practical applications. 

In the detection and discrimination process, the fusion feature vector Ffusion is used as 
an input and passed to the classifier for category discrimination. In order to balance 
complexity and performance, this paper adopts a lightweight neural network based on 
linear transformation as the discriminator, specifically in the form of: 

( )ˆ d fusion dy softmax W F b= +  (14) 

where Wd and bd are the weight matrix and bias vector of the discriminant module, and ŷ  
is the category probability distribution predicted. The structure effectively controls the 
size of the model and reduces the number of computational resources used through 
parameter sharing and concise structure. 

5 Assessment and feedback module 

The evaluation and feedback module is of significance to the FAF-text algorithm and is 
employed to scientifically measure the model's detection effect to ensure that the 
algorithm performs well in a wide range of circumstances. 

Initially, detection accuracy is an important indicator of the overall performance of 
the algorithm. Detection accuracy reflects the performance of the model in correctly 
identifying English textual and non-textual regions (Manjunath Aradhya et al., 2021). 
With greater accuracy, the model can also identify the target text reliably under different 
text styles and complex backgrounds. This works to better enhance the credibility of the 
detection system, especially in practical uses, where the increase in the accuracy rate can 
reduce future processing sessions' error propagation by a large margin and minimise the 
impact of misjudgment on the overall process. 

Secondly, false positive rate refers to the proportion of non-text regions wrongly 
identified as text by the model. Such a measure is especially critical in the application of 
text detection since English text detection is prone to encountering abundant background 
information and complex visual interference. A high level of false alarms not only 
increases the system's computational load but can also lead to spurious information 
disrupting the system and thus undermining the efficiency and accuracy of the following 
text recognition and understanding modules. Therefore, reducing the false alarm rate is a 
significant means of improving the stability and practicability of the system. Effective 
false negative control enables the algorithm to focus less on imposter text and maximise 
overall resource use. 

Third, false negative rate is the frequency at which actual text fails to be properly 
identified by the model. The size of false negative rate has a close relationship with the 
sensitivity and reliability of the detection system. Text can take different appearances in 
real usage because of illumination, fonts, angles and other aspects, whereby some text 
characteristics are difficult to detect. It will affect the integrity of comprehensive 
information and reduce the application value of the detection system if the leakage rate is 
too high and the loss of key text information impacts comprehensive information. 

In short, these indicators provide a multi-dimensional performance reference point for 
the evaluation and feedback module, and due to the large-scale examination of accuracy, 
false alarm rate and omission rate, the model optimisation can be guided more precisely 
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to further enhance the effectiveness and flexibility of FAF-text in the real English text 
detection task. 

4 Experimental results and analyses 

4.1 Experimental setup and data descriptions 

In this work, the FAF-text algorithm proposed is tested using two datasets: the SynthText 
dataset and the EAST dataset. SynthText dataset, which offers a large number of 
synthetic text images and can be used in the training phase of the algorithm, and the 
EAST dataset, which offers text images in real-world scenes and can be used in the 
testing phase of the algorithm. Experiments are conducted on the two datasets and yield a 
detailed evaluation of the algorithm's performance on different types of data. Data of the 
two datasets is described in Tables 1 and 2. 
Table 1 SynthText dataset 

Attribute Description 
Data type Synthetic images (containing English text) 
Text language English 
Image content Diverse text styles, fonts, sizes, colours, and various scene backgrounds 
Dataset 
features 

Synthetic text, complex backgrounds, simulating real-world text layouts 

Usage Primarily used for training, helping the model learn diverse text features and 
layouts 

Table 2 EAST dataset 

Attribute Description 
Data type Real-world images (containing English text) 
Text language English 
Image content Text images from natural scenes, including street views, shop signs, etc. 
Dataset features Real-world scenes, text in complex backgrounds with varying lighting and 

noise interference 
Usage Primarily used for testing, evaluating model performance in real-world 

environments 

The experiments were conducted in a common hardware setup that consisted of an 
NVIDIA GTX 1080Ti GPU, an Intel i7-9700K CPU, and 32GB of RAM. Experiments 
used the PyTorch deep learning framework supported by CUDA 10.2 facilities. Python 
3.8 was utilised as the programming language for the smooth conduct of experiments. 
The SynthText dataset's training and validating sets were used for tuning and training 
models, and the EAST dataset was used for final model testing during training. Batch size 
for all the experiments is 16, the learning rate is 0.001, the optimiser is Adam optimiser 
and the training time is 50 rounds (Kaur et al., 2020). In addition to this, to avoid 
overfitting, data augmentation operations have been used in experiments, namely image 
rotation, crops and flipping horizontal operations. Performance monitoring in training is 
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done with loss function and accuracy metrics to ensure the model converges well at each 
step. 

4.2 Performance evaluation of English text detection methods in comparison 

To comprehensively evaluate the performance of the FAF-text algorithm, this paper 
compares it with several existing mainstream text detection methods, and the algorithms 
chosen for comparison include classical deep learning-based methods such as efficient 
and accurate scene text detector (EAST), connectionist text proposal network (CTPN) 
and TextBoxes++. 

EAST is an efficient and accurate scene text detection method whose main feature is 
that it enables end-to-end text detection while avoiding complex post-processing (He  
et al., 2018). The method can efficiently handle images with complex backgrounds by 
regressing the geometric properties of the text box (e.g., the angle and aspect ratio of the 
text) and detect the text through multi-scale feature maps. EAST is especially suitable for 
text detection in various scenes, including vertical text and curved text in natural images, 
and it has excellent speed and accuracy. 

CTPN is a CNN-based approach for finding text that works well for extended text 
areas in text detection tasks (Xue et al., 2019). This method works well with vertical and 
curved text, especially when there is a lot of text in the scene. CTPN can also quickly 
recognise text from start to finish. 

TextBoxes++ is a better way to find text than TextBoxes. TextBoxes++ is better than 
other approaches because it can detect long text boxes in multiple orientations and with 
text lines of varying shapes (Liao et al., 2018). Figures 2 and 3 respectively demonstrate 
the results of the experiment. 

Figure 2 Results of comparison experiments on synthtext dataset (see online version for colours) 
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Figure 3 Results of comparison experiments on east dataset (see online version for colours) 
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Based on experiments, FAF-Text is shown to be superior to other methods on both 
SynthText and EAST datasets. On the SynthText dataset, FAF-Text's detection accuracy 
can be 92.1%, which is far beyond other methods. Compared to the EAST method, its 
accuracy is 89.7%, while that of the CTPN and TextBoxes++ methods is 84.2% and 
85.6%, respectively. This indicates that FAF-Text significantly outperforms other 
comparison algorithms in detecting diverse backgrounds and complex text compositions 
and can also learn better to the variations and interference of synthetic text images. 

On the EAST dataset, the robustness of FAF-Text is also good, reaching 88.4%, and 
is higher than that of other algorithms such as EAST (86.1%) and CTPN (81.9%). 
Although EAST itself is already a relatively mature text detection method, especially 
suitable for text detection in cluttered scenes, its performance in noise interference and 
low-light environments still has some limitations. On the contrary, FAF-text dramatically 
decreases the omission rate and false alarm rate through its characteristic feature filtering 
and adaptive fusion approach yet also maintains high accuracy in the complex scenes of 
the EAST dataset. 

Most specifically, FAF-text's false alarm rate and leakage rate on the SynthText 
dataset are 3.5% and 4.3%, much lower than other methods. This stands in contrast to 
EAST, whose false alarm rate is 5.1% and leakage rate is 6.5%; and CTPN and 
TextBoxes++, whose false alarm rate is 8.3% and 7.9% and leakage rate is 9.8% and 
8.4%, respectively. This means that FAF-Text is more prominent in missing false alarms 
and missed alarms, especially when the shape of the text is irregular or the background is 
complex, it can locate the position of the text area more accurately, thus improving the 
overall detection accuracy. 

Furthermore, FAF-Text performs better than others in miss rate and false alarm rate 
on the EAST dataset, namely 4.2% in false alarm rate and 5.0% in miss rate, much lower 
than those of CTPN and TextBoxes++ with a false alarm rate and a miss rate of 10.2% 
and 11.3%, and a miss rate of 9.3% and 10.0%, respectively. This distinction means that 
the feature filtering mechanism of FAF-Text can more effectively discard redundant 
background information and avoid excessive false alarms, and the adaptive fusion 
mechanism can also maintain detection accuracy under changing environments. 



   

 

   

   
 

   

   

 

   

    FAF-text 105    
 

    
 
 

   

   
 

   

   

 

   

       
 

Briefly, the comparison experiment results of FAF-Text on SynthText and EAST 
datasets show that the algorithm not only significantly outperforms other trending 
algorithms in text detection precision, but also possesses strong merits in false positive 
and omission suppression, and the exceptional performance of FAF-Text is attributed to 
the integration of feature filtering and adaptive fusion, making the algorithm stronger in 
dealing with complex scenes and different styles of texts. The excellent performance of 
FAF-Text is due to its feature filtering capacity and adaptive fusion mechanism, which 
enables the algorithm to be more accurate and robust in handling complex scenes and 
diverse text styles. These advantages enable FAF-Text to obtain more stable and 
consistent text detection results in practical applications. 

4.3 Performance contribution assessment based on module ablation analysis 

To further analyse each module of the FAF-Text algorithm in contributing to the final 
performance, each module's effect on the model's performance is analysed through 
ablation experiments. 

In ablation tests, improvements in the performance of FAF-Text following the 
removal of feature filtering, adaptive fusion, or detection discrimination modules are 
evaluated. The evaluation metrics are detection accuracy, recall and F1 score, which can 
comprehensively present the impact of different modules on the algorithm's performance. 
Detection accuracy is the proportion of correctly detected textboxes by the model among 
all predicted textboxes, representing the overall precision of the model. Recall is the 
proportion of text boxes correctly identified by the model out of total actual text boxes, 
which represents underreporting by the model in the detection process. The F1 score is 
the harmonic mean of accuracy and recall that accumulates detection precision and 
coverage. The experimental results on the two datasets are given as Figures 4 and 5. 

Figure 4 Results of ablation experiments on the synthtext dataset (see online version for colours) 
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Figure 5 Results of ablation experiments on the east dataset (see online version for colours) 
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On the SynthText dataset, the overall FAF-text model has the highest accuracy (92.1%), 
recall (93.5%) and F1 score (92.8%). Removing the feature filtering module resulted in 
accuracy and recall decreasing by approximately 2.5% and 2.3%, respectively, and the F1 
score decreasing by approximately 2.4%. This result shows that the feature filtering 
module plays a crucial role in boosting the accuracy of the model and removing the 
background noise, especially in complex scenes, and the feature filtering helps the model 
to detect the text area better. After removing the adaptive fusion module, the accuracy 
dropped around 3.8%, the recall dropped 3.0%, and the F1 score dropped around 3.4%. 
This modification reflects the fact that the adaptive fusion module is central to dealing 
with different text deformations as well as background complexity. The effect of 
removing the detection discrimination module was rather negligible, with loss in 
accuracy at a rate of approximately 0.8%, recall at a rate of approximately 0.7%, and F1 
score at a rate of approximately 0.8%. This shows that as the detection discrimination 
module becomes more accurate, its contribution towards overall performance is less than 
the first two modules. 

The whole FAF-text model does about the same on the EAST dataset, with an 
accuracy of 88.4%, a recall of 90.1%, and an F1 score of 89.2%. Without the feature 
filtering module, accuracy drops by 3.1%, recall by 2.3%, and the F1 score by 2.7%. This 
result is the same as what happened with the SynthText dataset, where the feature 
filtering module makes model detection more accurate and lowers the number of false 
alarms. Without the adaptive fusion module, accuracy drops by 4.4%, recall drops by 
3.6%, and the F1 score drops by 3.9%. This illustrates that feature fusion is very 
important for being able to read different types of text and in different directions. The 
accuracy dropped by 1.4%, the recall by 1.6%, and the F1 score by 1.5% when the 
detection discrimination module was taken out. So, the detection discrimination module 
can make the model more accurate, but its effect is smaller than the others. 

This ablation experiment shows that the FAF-Text algorithm's modular design, which 
includes the way that several modules work together, lets it achieve high accuracy and 
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robustness in a wide range of situations and datasets. The algorithm's modularity makes it 
useful and lets it work with different text detection demands. 

5 Conclusions 

5.1 Summary of study 

To make it easier to find English text in hard situations, this study suggests FAF-Text, an 
English text identification system that uses feature filtering and adaptive fusion. The 
feature filtering module cuts down on background noise and makes it easier to find text 
regions in difficult backgrounds. The adaptive fusion process makes the model better at 
adapting to different text forms, orientations, and linguistic styles. 

The experimental results on the two datasets indicate that the FAF-Text algorithm is 
much better than the conventional text detection approaches, particularly when 
encountering complicated and diversified text background, it possesses higher accuracy 
and robustness. Experimental results also prove that feature filtering module and adaptive 
fusion module greatly help to improve the performance of the model, but the contribution 
of the detection discrimination module is relatively small, which further confirms the 
modular design and flexibility of the algorithm. In conclusion, FAF-Text not only can 
provide high-precision text detection results but also has strong application value and 
scalability. 

5.2 Problems and directions for improvement 

Despite the fact that the FAF-Text algorithm has been better in certain experiments, it has 
some problems and room for improvement, mainly in the following areas: 

1 Increased better adaptability to complex background conditions should be promoted: 
although the feature filtering module can suppress the background noise well, there 
are also some false alarms and misses in some very complex or dynamic background 
scenes. In the future, the feature filtering strategy can be further optimised, and more 
advanced background modelling technologies can be introduced to increase the 
adaptability to complex backgrounds. 

2 Limited detection ability for very small text: this is because when the feature filtering 
module is acquiring detailed information, it has the possibility of losing some 
precious minute features. More advanced multi-scale feature extraction technology 
or higher image resolution processing can be introduced in the future to further 
enlarge the detection capability of small text regions (Long et al., 2021). 

3 Limited abilities to process extreme text deformation: although the current adaptive 
fusion module is capable of processing most of the text deformations with better 
performance, the model may still encounter certain difficulties in processing 
extremely rotated and distorted text. In the future, other text deformation processing 
technologies such as image enhancement approaches based on generative adversarial 
networks (GANs) can be explored to improve the ability to resist extreme text 
deformation (Jabbar et al., 2021). 
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Briefly speaking, though FAF-Text algorithm performs better in text detection 
experiments, there is still much space for optimisation in many areas. Future research can 
increase the algorithm in many respects of accuracy, efficiency, flexibility and other 
aspects to handle more variable and complex practical scenarios of application. 
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