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Abstract: Prenatal and postpartum emotional changes in pregnant women in 
early pregnancy are of great significance to the physical and mental health of 
mothers and infants. To identify factors related to this, we conducted this study 
to identify feature proteins that cause maternal depression. Boruta algorithm 
(BA), recursive partition algorithm (RPA), regularised random forest (RRF) 
algorithm, least absolute shrinkage and selection operator (LASSO) algorithm, 
and genetic algorithm (GA) were used to select features. Extreme gradient 
boosting (XGBoost), back propagation neural network (BPNN), support vector 
machine (SVM), random forest (RF), and logistic regression (LR) were 
selected to construct the predictive models. All models showed a good 
performance in predicting, with the mean AUC (the area under the receiver 
operating curve) exceeding 80%. Features will provide clues to prevent 
depression in pregnant women and improve the physical and mental health of 
mothers and babies. 

Keywords: pregnant women; depression; proteomics; biomarkers; feature 
selection. 
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1 Introduction 

Postpartum depression (PPD) is a common problem after a child’s birth and may 
influence the quality of life (QOL). Research into postpartum QOL and depression can be 
used for better care for mothers and to improve their well-being (Sadat et al., 2014). 
Many studies have discussed the relationship between depression and maternal (infant) 
health from different perspectives (Zhao et al., 2018; Redinger et al., 2020; Friedman  
et al., 2020). The distinction between those and this paper is we consider the maternal 
prenatal and postpartum emotional changes and related factors based on proteomics. We 
believe that finding and understanding these factors is not only vital for preventing mood 
changes in women’s prenatal and postnatal but also vital for their babies physically and 
mentally. 

Previous discoveries (before 2020) focused on factors associated with maternal 
depression, but from the view of proteomics is relatively rare (as of the time of this 
writing; Zhao et al., 2016; Zhang et al., 2018). Edvinsson et al. (2019) discussed the 
relationship between depression and proteins and the relationship between drugs and 
depression at the protein level. Brann et al. (2017) investigated whether inflammatory 
markers in third-trimester plasma samples could predict the presence of depressive 
symptoms at eight weeks postpartum. Recent research (after 2020) also examined this 
topic. Mao et al. (2021) found that betaine and succinic acid were significantly associated 
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with maternal depression in metabolomics. Redei et al. (2021) stated that ESR2 and 
mPRβ could identify depressive symptoms in pregnant women in transcriptomic. 
Redinger et al. (2020) emphasised that studies focusing only on late pregnancy may 
underestimate risk and pointed out that early identification is critical for prevention and 
treatment. Also, Pak et al. (2020) extended and reconsidered PPD from a perspective of 
social survey and mentioned the importance of relevant linguistics/sentiment that can 
contribute to PPD. Aparicio et al. (2020) claimed that higher psychosocial stress 
predicted breast milk’s higher cortisol concentrations. Although this study explored the 
relationship between human milk composition and maternal mental health, its 
conclusions remind us that more work is needed to prove the relationship between 
depression and proteins. 

Methods and frameworks for selecting features include but are not limited to the 
following. Haddow et al. (2011) centred on protein structure as a feature selection 
problem and compared results from various approaches and the standard method. Hadzic 
et al. (2010) developed an intelligent system based on data-mining technologies to 
prevent depression and claimed that this system could help all parties involved. 
Chattopadhyay (2013) attempted an innovative way of diagnosing depression, in which a 
mathematical model was used to help doctors assign appropriate class labels of 
depression flexibly. 

The above research explored the relationship between maternal depression and 
proteins, which are essential for promoting maternal and infant health. However, there 
are not many such studies, and some only rely on the judgement of individual clinicians, 
which may be an obstacle for researchers who plan to survey maternal depression from 
proteomics. Given this, we conducted a case-control study to obtain clues about the state 
of depression and proteins, and we hope these clues may be used as a reference in this 
field for both scientific research and clinical practice. 

The structure of this paper is as follows. In Section 2, we provide the details of the 
materials. Methods are separated into two parts in Section 3, i.e., the feature selection and 
predictive performance. Also, we provide the proofs for algorithmic modification in the 
supplementary materials for readability. Section 4 Results are presented and explained 
clearly by principles of algorithms and models. We discuss and conclude with a summary 
in Section 5. 

2 Materials 

2.1 Sample size and data source 

This study was a case-control study that targeted investigating associations between 
plasma proteins and maternal depression. The subjects of this study were singleton 
pregnant women who underwent pregnancy examination and delivery in the Obstetrics 
Department of the First Affiliated Hospital of Kunming Medical University (Yunnan 
Province, China) from September 2019 to December 2020. These pregnant women were 
enrolled on this study randomly, and their venous peripheral blood samples were 
collected during the examination, and then these samples were stored in –80°C 
refrigerators. The baseline information was obtained through questionnaires, and the 
general epidemiological data of pregnant and lying-in women were collected, including 
age, weight, height, gestational age, education level, occupation, residence, etc. (in the 
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supplementary material). We compared these questionnaires with the records in the 
Obstetrics Department to ensure their accuracy and authenticity. Specifically, records 
contained foetal conditions, labour records, delivery records, postpartum records, 
delivery methods, delivery gestational weeks, complications, etc. We then checked 
maternal pregnancy outcomes and related information from these records to ensure 
authenticity and credibility. 

The inclusion and exclusion criteria were these. For inclusion criteria: 

1 singleton pregnancy 

2 pregnant women who underwent examination during pregnancy and whose blood 
samples were preserved 

3 have the ability to read and communicate and voluntarily participated in the survey 

4 without symptoms of miscarriage and threatened premature delivery 

5 spontaneous premature delivery, which including insufficient monthly delivery, 
preterm premature rupture of membrane (PPROM, in line with the diagnostic criteria 
for premature birth). 

For exclusion criteria: 

1 multiple pregnancies 

2 those with severe medical and surgical diseases (gestational diabetes, gestational 
hypertension, preeclampsia, congenital heart disease, mental illness, etc.) 

3 taking antidepressants and other psychotropic drugs 

4 therapeutic premature births, stillbirths, miscarriages, a congenital defection, etc. 

This study was approved by the Medical Ethics Committee of Kunming Medical 
University by strict review and complies with relevant ethical standards. All subjects 
voluntarily participated in the study and signed informed consent forms and patient 
information will be kept confidential. 

From the perspective of external validity and statistical power, the larger the sample 
size, the better. However, considering the limitations of practicality and time constraints, 
the research subjects were divided into two groups according to whether they were 
depressed among the target pregnant women who met the inclusion criteria. The 
depressed group and the healthy group were matched by propensity score according to 
the age of the parturient and the gestational week of blood collection. These 24 pregnant 
women were assigned to each group, and 48 cases were included in the final study. The 
48 blood samples were analysed by using proteomics. We realised that our sample size is 
not big enough, and the results drawn from this dataset may not be perfect. However, it is 
reasonably presumed that it still can serve as a reference in similar research, especially 
when the subjects are pregnant women. 

2.2 Process for obtaining proteomics data and quality controlling 

Taking the sample from the –80 centigrade refrigerator, centrifuged at 12,000 g for  
10 minutes at 4 degrees Celsius to remove cell debris, and then transferred the 
supernatant to a new centrifuge tube. Next, high-abundance proteins were eliminated 
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through the high-abundance protein removal kit Pierce™ Top 14 abundant protein 
depletion spin columns kit (Thermo Scientific). Protein concentration was determined 
using the BCA kit. By performing the same enzymatic digestion of the protein of each 
sample and adjusting its volume to reach the same level in concentration as the lysate, a 
final concentration of 5 mM was obtained by adding dithiothreitol (DTT) and incubating 
at 56 degrees Celsius. The reduction was carried out for 30 minutes. Iodoacetamide 
(IAA) was then added to a final concentration of 11 mM and was incubated for 15 
minutes at room temperature in the dark. Put the alkylated sample into an ultrafiltration 
tube, centrifuged at 12,000 g for 20 minutes at room temperature, then used 8M urea for 
three replacements. Later, the replacement buffer for three replacements was used, and 
finally, the 1:50 proportional trypsin was added, and enzymatic treatment was performed 
for one night. Peptides were centrifuged at 12,000 g for 10 minutes at room temperature, 
recovering once with ultrapure water, and the peptide solutions were combined twice. 

Peptides were separated using high-performance liquid chromatography (HPLC A) 
and Easy-nLC 1200 ultra-high-performance liquid separation system (names for kits and 
suppliers can be seen in the supplementary materials). Mobile phase A was an aqueous 
solution containing 0.1% formic acid and 2% acetonitrile; mobile phase B was an 
aqueous solution containing 0.1% formic acid and 90% acetonitrile. Liquid gradient 
setting as these: 0~68 min, 4~20% of B; 68~82 min, 20~32% of B; 82~86 min, 32~80% 
of B; 86~90 min, 80% of B, the flow rate maintained at 500 nL per minute. Peptides were 
injected into an NSI ion source (nano-spray-ionisation source) for ionisation once the 
peptides were separated by an ultra-high performance liquid phase system and then 
analysed by an Orbitrap Exploris™480 mass spectrometer. The ion source voltage was 
set to 2.3 KV, and the high-field asymmetric waveform ion mobility spectrometry 
(FAIMS) compensation voltage was set to –45 V and –70 V. The high-resolution 
Orbitrap was used to detect and analyse the polypeptide precursor and its secondary 
fragments. The scanning range of the primary mass spectrogram was set to  
400–1,200 m/z (mass-to-charge ratio), and the scanning resolution was set to 60,000; the 
fixed starting point of the scanning range of the secondary mass spectrogram is 110 m/z, 
the secondary scanning resolution was set to 30,000, and TurboTMT (tandem mass tag) 
was set off. The data-dependent acquisition (DDA) program was used for data 
acquisition, i.e., the first 15 polypeptide precursor ions with the highest signal intensity 
were selected from the first scan and then projected into the higher energy  
collision-induced dissociation (HCD) collision cell with 27% energy, i.e., the secondary 
mass spectrometry was performed to obtain more accurate results. To better use mass 
spectrometry, we adjusted the parameters of automatic gain control (AGC) to 75%, the 
signal threshold to 1E4 ions per second, the maximum injection time to 100 milliseconds, 
and the dynamic exclusion time of tandem mass spectrometry scanning to 30 seconds, to 
reduce the repetitive scanning of precursor ions. 

Secondary mass spectrometry data for this experiment were retrieved using Proteome 
Discoverer (V2.4.1.15). Set the search parameters by using the HOMO_SAPIENS_ 
9606_PR_20210721.FastA (78120 sequences) as the database, then added an inverse 
library to estimate the false discovery rate (FDR) caused by random matching. 
Furthermore, a public contamination pool was added to counteract the effect of protein 
contamination in the results. Use Trypsin (full) as the method of enzyme digesting. 
Setting the number of missed cleavage sites to 2, the minimum peptide length to 6 amino 
acid residues, the maximum number of peptide modifications to 3, and the error for the 
mass of the primary precursor ions to 10 ppm (parts per million). Control the error of the 
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weight of the second fragment ions within 0.02 Da. Set aminomethylmethyl ester (C) as 
the fixed modification, oxidation (M), acetyl (N-terminal), methionine (M), and 
methionine with acetyl (M) as variables which can be modified. FDR is set to 1% for 
proteins, similarly for peptides and peptide spectrum match (PSM) identifications. 

We reviewed all information of patients in the stage of collecting questionnaires and 
recording the raw data. Specifically, we checked the logical connection between the raw 
data and the records to guarantee no marked errors and modified the related unreasonable 
data. 

Figure 1 An overview workflow of marker protein identification related to maternal depression 

 

Note: BA – Boruta algorithm, RPA – recursive partition algorithm, RRF – regularised 
random forest, LASSO – least absolute shrinkage and selection operator algorithm, 
GA – genetic algorithm, XGBoost – extreme gradient boosting, BPNN – back 
propagation neural network, SVM – support vector machine, RF – random forest, 
LR – logistic regression. N, N1 and N2 indicate the total and group sample size, 
respectively. Np for types of proteins. In the final decision framework are the 
names of proteins. 

2.3 Overview workflow of data analysis 

The workflow process of data analysis is shown in Figure 1. Firstly, the original data 
(from mass spectrometry detection) were filtered, including removing the missing data 
and scaling the remaining. Secondly, five algorithms were used to screen for feature 
proteins. Thirdly, predictive models were built with states of depression as the dependent 
variable and nine features as independent variables. Finally, we evaluated the 
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performance of each model and chose AUC as the evaluation criterion. In detail, we 
discarded proteins with more than 50% missing values and then normalised the remaining 
proteins using the Z-scores method. Five algorithms took the state of depression as the 
dependent variable (binary outcome) and proteins as the independent variable 
(continuous variable). Proteins were selected as the feature were those that appeared at 
least twice in each algorithm. Remarkably, we decided them as features this way because 
we considered the principle of each algorithm to be slightly different, so the feature 
proteins found by these algorithms were not exactly consistent. As a result, nine proteins 
became the focus of the following analysis, which were helpful to robust results. Finally, 
we examined the predictive performance according to AUC. To ensure the results were 
informative and unbiased, we randomly split the dataset into the training set (70%) and 
the test set (30%) for constructing and validating predictive models. 
Table 1 Baseline information of the sample data 

 Total (n = 48) Health (n = 24) Control (n = 24) P-value 
Age in years 29.6 (25.5, 33.7) 29.6 (25.5, 33.7) 29.7 (25.5, 33.9) 0.983 
BMI 23.1 (19.6, 26.6) 23.1 (19.3, 26.9) 23.0 (19.8, 26.2) 0.813 
Blood sampling time in weeks 14.9 (7.7, 22.1) 14.9 (7.6, 22.2) 14.9 (7.6, 22.2) 0.984 
Delivery time in weeks 36.8 (33.6, 40) 39.4 (38.6, 40.2) 34.1 (31.7, 33.8) <0.0001 
Education    0.419a 
 Bachelor and above 33 (66.8%) 16 (66.7%) 17 (70.8%)  
 Below bachelor 11 (22.9%) 7 (29.2%) 4 (16.7%)  
 Missing* 4 (8.3%) 1 (4.2%) 3 (12.0%)  
Residence    0.370a 
 City 31 (64.6%) 15 (62.5%) 16 (66.7%)  
 Village 15 (31.3%) 9 (37.5%) 6 (25.0%)  
 Missing* 2 (4.2%) 0 2 (8.3%)  
Nation    0.787a 
 Han 35 (72.9%) 18 (75.0%) 17 (70.8%)  
 Minority 9 (18.8%) 5 (20.8%) 4 (16.7%)  
 Missing 4 (8.3%) 1 (4.2%) 3 (12.0%)  
Occupation    0.459 
 Enterprises 18 (37.5%) 11 (45.8%) 7 (29.2%)  
 Individual business 15 (31.3%) 7 (29.2%) 8 (33.3%)  
 Unemployed/others 15 (31.3%) 6 (25.0%) 9 (37.5%)  
Planned delivery    0.724a 
 Yes 38 (79.2%) 18 (75.0%) 20 (83.3%)  
 No 10 (20.8%) 6 (25.0%) 4 (16.7%)  
Gender of infant    1 
 Male 23 (47.9%) 11 (45.8%) 12 (50.0%)  
 Female 25 (52.1%) 13 (54.2%) 12 (50.0%)  

Notes: *Missing data in these variables, the miss proportions less than 12%. 
aFisher’s exact test. 
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2.4 Pre-processing and baseline information 

The data for this study were derived from a case-control study at Kunming Medical 
University, which aimed to investigate the association between plasma proteins and 
maternal depression. Concretely, the study collected plasma samples of 48 pregnant 
women ranging from 25 to 40 years old; the delivery time ranged from 28 to 39 weeks; 
the birth weight of infants ranged from 990 grams to 4,010 grams. The time for sampling 
of plasma samples was different according to the health situation of each pregnant 
woman. The earliest sampling time was in the seventh week, and the latest was in the 
23rd week. Demographically, the average age was 29.6 years old, and the average BMI 
was 23.1. Among them, 35 were the Han Nationality, accounting for 72.9%, and the rest 
were national minorities. The demographic characteristics are shown in Table 1. There 
were no statistical differences in age, BMI (post-pregnancy), gestational age of blood 
collection, education level, place of residence, ethnicity, occupation, foetal gender, and 
whether this was a planned pregnancy in the two groups of patients. However, for 
pregnant women, the average gestational age in the control group was 34.1 weeks, and 
the average gestational age of the encounter in the healthy group was 39.4 weeks, which 
was statistically significant (Table 1). 

Information was obtained after sampling the plasma proteins of these 48 observations. 
Each observation contained a total of 1,526 kinds of proteins in their sample. We 
subsequently normalised (Z-scores) the raw data for statistical analysis. However, due to 
uncontrolled factors in the sampling procedures, the information about all 1,526 proteins 
was not detected in the blood sample for all pregnant women. To ensure that all analyses 
were based on a complete dataset, we removed proteins with missing data, so the final 
dataset for analysis contained 689 proteins. Details are presented in the section of 
Results. 

3 Methods 

3.1 Algorithms for feature selection 

We adapted the raw data to make it more reasonable and applicable for algorithms and 
models adopted in our exploration, for which we provide the details as a separate file for 
readability. There are many statistical methods for feature selection, and they aim for 
different scenarios (Remeseiro and Bolon-Canedo, 2019). This paper chose the  
five algorithms for two reasons. First, they are frequently used in which the outcome 
variable is dichotomous; second, they are consistent with the original data format, which 
ensures that further analysis and results are reasonable and consistent. The point is they 
are frequently used for feature selection, which implies they are already accepted in this 
field. Also, we realised that the methods chosen here might not be the latest. But, at the 
same time, we need to point out that the purpose of this study was not to compare the 
effects of different algorithms but to identify proteins associated with maternal 
depression. Using these frequently used algorithms to confirm the features ensures that 
the selected proteins are reliable. This provides a clue to preventing maternal depression 
and improving maternal and infant mental health. The following is a brief introduction to 
the five algorithms. 
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The first algorithm is Boruta, whose goal is to select all feature sets related to the 
outcomes of interests rather than select the feature set that can minimise the model cost 
function for a marker model. The significance of the Boruta algorithm is that it can help 
one more comprehensively understand the influencing factors of dependent variables to 
perform better and more efficient feature selection. For the details of its principle 
derivation and R implementation, please refer to Kursa and Rudnicki (2010). 

The second and third algorithms were RPA and RRF. These two algorithms are also 
high-frequency used for feature selection in machine learning. The principles and 
implementation steps of these two methods are similar. Specifically, according to a 
unique feature, the data is divided into several sub-regions (subtrees), and then the  
sub-regions are recursively divided until a particular condition is met. Then, the division 
is stopped and used as a leaf node. If the condition is not met, the recursive division 
continues. For more details about these two algorithms, please refer to Rajaguru and 
Chakravarthy (2019) and Liu et al. (2014). 

The LASSO algorithm is an example of the regularisation of regression algorithms. 
LASSO is performed using the ‘glmnet’ package in R. The features selected by LASSO 
bear a greater biological significance and are named pivotal genes before being used in 
machine learning-based model validation (Hai et al., 2022). 

GA is a computational model of the biological evolution process that simulates the 
natural selection and genetic mechanism of Darwin’s theory of biological evolution and 
is a method to search for the optimal solution by simulating the natural evolution process. 
Its main feature is that it directly deals with objects, has no limitations of derivation and 
function continuity and has inherent implicit parallelism and a better ability to search for 
optimal solutions globally. Ghaheri et al. (2015) provided introductions for the 
application of GA in medicine. 

3.2 Predictive models using the feature proteins. 

The reasons for the five models employed here to validate the predictive performance of 
these proteins are: first, these models fit the research data well, i.e., the outcomes are 
binary; second, they are widely used for prediction, and they can help avoid false positive 
errors and ensure that the findings are robust. 

For our dataset, the main advantages and disadvantages of the five models are as 
follows. For XGBoost, the benefits are: 

1 the complexity of the tree model is added to the regular term 

2 it introduces feature subsampling. 

Both 1 and 2 can avoid overfitting; the drawback is that it is time-consuming when the 
data volume is large because it does pre-ranking of the features of the nodes before 
iterations and traverses to select the optimal split point. For BPNN, advantages are: 

1 it achieves a nonlinear mapping of inputs and outputs so that it is very suitable for 
multi-dimensional feature construction 

2 it can use a variety of different transfer functions that can be adapted to a variety of 
different data; the disadvantage is that the convergence speed is slow. 

For SVM, the pros are: 
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1 it is very effective in solving classification and regression problems with  
high-dimensional features and still has good results when the feature dimension is 
larger than the number of samples 

2 when the sample size is not massive, the classification accuracy is high, and the 
ability of generalisation is strong; the con is that it is computationally overloaded 
when the sample size is very large. 

For RF, the advantages are: 

1 the importance of each feature for the output can be given 

2 due to the random sampling, the variance of the trained model is small, and the 
ability of generalisation is strong; the disadvantage is that it tends to fall into 
overfitting on certain sample sets with relatively large noise. 

For LR, the values are: 

1 it is computationally inexpensive and easy to understand and implement 

2 it has good robustness to small data noise for it does not receive the effects of minor 
multi-collinearity; the weakness is it is prone to under-fitting. 

Note that the descriptions of the strengths and weaknesses of these models are not to 
compare the quality of each other but to emphasise the practicality of these methods in 
this situation. Because the properties of these models are consistent with the properties of 
the raw dataset, they are suitable for analysis. The intention of applying these models 
here is because they can help judge whether the proteins are the features that can be 
represented for the state of depression, not focus on picking a model that surpasses 
others. 

The assignment procedure was that 48 observations were randomly separated into 
training sets and test sets. The training set contains 70% of the subjects, and the test set 
contains 30%. For training sets, we used these nine feature proteins to explore the 
outcomes of interest through XGBoost, BPNN, SVM, RF, and LR models. Then, we 
evaluated the predictive performance through the test data. Here, we simulated this 
procedure 200 times for each model. AUC was used as the criterion to assess the 
performance of the model. We chose AUC as the criterion for two reasons. First, AUC is 
a universally used criterion to evaluate the predictive performance of biomarkers. 
Second, in this research, AUC is one of the most suitable criteria because the ability of a 
diagnostic biomarker to discriminate between subjects who develop the disease (cases) 
and subjects who do not (controls) is often measured by the area under the receiver 
operating characteristic curve (Rosner et al., 2015). Again, we acknowledge the dataset 
was not considerable. However, the collective process of the data for this study was 
challenging, and the time and effort behind this were expensive (because the subjects 
were pregnant women). For clinical and practical purposes, we conducted this study with 
this valuable data to provide clues to improve maternal mental health. Constructions and 
validations of all models were performed on the Rstudio platform (version 4.1.2). 
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4 Results 

4.1 The selected feature proteins 

A total of 3,282,329 secondary spectra were obtained through mass spectrometry 
analysis. Compared with the Universal Protein Database, 755,944 matched-spectrums 
were labelled, and the effective utilisation rate of the spectra was 23.03%. Altogether  
13,338 peptide sequences were resolved from the matched-spectrums, and 11,701 were 
unique peptide sequences. 1,526 proteins were identified and analysed through unique 
peptide segments, and 1,387 proteins were quantified. Unique peptides were the only 
signals identified for a specific protein. Targeted identification of proteins based on 
unique peptides can significantly improve the accuracy. In this project, there were  
11,701 Unique peptides, accounting for 87.73% of all identified peptides, indicating that 
the accuracy of the proteins identified this time is high (Table 2). 
Table 2 Results from mass spectrometry test results. 

Total 
spectrums 

Matched 
spectrums Peptides Unique 

peptides 
Identified 
proteins 

Quantifiable 
proteins 

3,282,329 755,944 13,338 11,701 1,526 1,387 

Notes: Total spectrums – the number of secondary spectra generated by mass 
spectrometry detection. Matched spectrums – the number of peptide sequences 
parsed from the matching results. Peptides – the number of identified segments, 
i.e., the number of peptide sequences were analysed from the matching results. 
Unique peptides – number of unique peptides identified; the number of unique 
peptides identified for the related protein. Identified proteins – the number of 
identified proteins, the number of proteins analysed through specific peptide 
segments. Quantifiable proteins – the number of proteins quantified through 
unique peptide segments. 

In the screening process of feature proteins, five algorithms were used. The features 
selected by them were slightly different (Table 3). We consider that different assumptions 
of different algorithms should be a reasonable explanation for the results in Table 3. 
Specifically, proteins selected by BA can be seen in Figure 2, in which the columns in 
green were ‘confirmed’, the columns in red were ‘refused’, and the ones in yellow 
indicated ‘tentative’. There were a couple of blue bars representing ShadowMax and 
ShadowMin. They were not actual features but were used by the Boruta algorithm to 
decide whether a variable is crucial. Features from RPA and RRF are shown in Figure 3 
and Figure 4, respectively. It is clear which variables contributed to the outcome and how 
important they were. Figure 5 shows the number of features that should be included in the 
analysis. Lasso suggested that 7 to 10 features may represent the rest of them, so we 
picked eight features (Table 3). Figure 6 is the result of GA, which proved that internal 
fitness was desirable and external fitness was acceptable after 200 iterations (normally, 
100 iterations is enough), and this is not the same as simulations for assignments. More 
explanations and details of these results can be referenced in the supplementary material 
and section ‘Algorithms for feature selection’. Eventually, we selected nine proteins that 
appeared at least twice in five algorithms as features. These methods have proven their 
performance, so it is reasonable to view these nine proteins as features this way 
practically and theoretically. 
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Table 3 The details of the proteins selected by five algorithms 
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Figure 2 Proteins selected by BA (see online version for colours) 

 

Figure 3 Proteins selected by RPA (see online version for colours) 

 

We also explored the distribution of contents of these features in depressed and  
non-depressed pregnant women (Figure 7). Contents of proteins ‘Q14676’, 
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‘AA3B3IRN5’, and ‘O15144’ in depressed pregnant women were higher than those in 
non-depressed. While contents of proteins ‘Q99784’, ‘P558’, ‘B7ZKJ8’, ‘P48637’, 
‘AA87WSY6’, and ‘J3QRN2’ were lower in depressed pregnant women than those  
non-depressed. We further estimated the Spearman correlation coefficient between 
features and outcomes and conducted hypothesis tests to identify them (Figure 7 and 
Table 4). Results showed that proteins such as ‘Q14676’ and ‘O15144’ had a 
significantly positive correlation with the outcome, and others such as ‘B7ZKJ8’ and 
‘P48637’ had a significant negative correlation with depression. 

Figure 4 Proteins selected by RRF (see online version for colours) 

 

To gain an overall picture of the predictability of the features for depression, we built a 
univariate model for them separately and then validated their performance (Figure 8). We 
found that the predictive performance of ‘Q14676’, ‘J3QRN2’, ‘AA3B3IRN5’, and 
‘P558’ were better compared to other proteins. The result is slightly different from the 
above, which we consider high correlations do not always mean strong predictability as a 
cause, especially when the number of trials is small. To solve this problem, we conducted 
200 simulations, as detailed in the next section. 

4.2 Validation for feature proteins 

At this stage, we built predictive models for the determined proteins and ran 200 
simulations to achieve a robust conclusion. As mentioned above, the training set 
contained 70% of the subjects, and the test set 30%. We randomly assign observations to 
both the training and test sets. Because of randomisation, mothers allocated to the 
training set (test set) were different each time, which means the predictive results were 
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also affected. To obtain a compelling conclusion, we conducted the procedure with 200 
simulations. 

Figure 5 Numbers of proteins suggested by LASSO (see online version for colours) 

 

Figure 6 The result of iterations by GA (see online version for colours) 
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The simulation steps were as follows. First, randomly assigned subjects to the training set 
and test set. Second, modelling the state of depression and features using training sets. 
Third, validate the predictive performance of markers in test sets. Finally, set AUC as the 
criterion to appraise the performance of proteins (Figure 9). Here, we developed a 
function (codes were attached in the supplementary materials) that determines the 
number of random assignments according to the factual situation. This is key to the 
simulation because it hugely enhances efficiency. At the same time, it also provides a 
basis for achieving forceful results. All conclusions in this section were based on 200 
simulations. 
Table 4 Spearman correlation coefficients and P-values between proteins and maternal 

depression 

Protein Spearmean_corr.coeff p.value 
P558 –0.3705 0.0095 
P48637 –0.4648 0.0009 
Q14676 0.2790 0.0408 
AA87WSY6 –0.5138 0.0002 
O15144 0.3744 0.0087 
J3QRN2 –0.5236 0.0001 
Q99784 –0.3618 0.0115 
B7ZKJ8 –0.4095 0.0038 
AA3B3IRN5 0.2966 0.0406 

Figure 7 (a) Box plot of nine marker proteins in depressed and non-depressed groups  
(b) Spearman correlation coefficient between nine marker proteins and maternal 
depression (see online version for colours) 

 
(a) 
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Figure 7 (a) Box plot of nine marker proteins in depressed and non-depressed groups  
(b) Spearman correlation coefficient between nine marker proteins and maternal 
depression (continued) (see online version for colours) 

 
(b) 

Figure 8 Performance of predictability of proteins (see online version for colours) 
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Figure 9 Performance of prediction of proteins (see online version for colours) 

 

Note: XGBoost – extreme gradient boosting, BPNN – back propagation neural network, 
SVM – support vector machine, RF – random forest, LR – logistic regression. 

In these simulations, all models achieved a relatively good predictive performance, and 
the mean values of the AUC of all models exceeded 80%. Precisely, LR believed that the 
average AUC of these features for predicting the state of depression was almost 100%. 
The results of BPNN and SVM were close, and both deemed that these proteins can 
accurately predict the state of depression with a mean AUC close to 90%, but SVM was 
less conservative than the BPNN model. XGBoost and RF provided a parallel suggestion, 
i.e., they indicated that the mean AUC exceeded 80%. Furthermore, if the purpose is not 
to make a clinical diagnosis in practice but an exploratory study of feature selection, an 
AUC of 80% and above is highly valuable for research. 

It can be seen from the results that the predictive performance of these selected 
proteins is satisfactory. One thing that needs to be stressed is the purpose of comparing 
various models is not to show the superiority of one approach to another but to 
understand how these approaches work better in identifying and evaluating features. 
Also, we aim to provide hints for researchers on different choices so that doctors and 
researchers can decide on the best-matched models according to their own needs in 
practice. 

5 Discussion and conclusions 

The state of health in pregnant women is getting more and more attention because it is 
not only related to the quality of life of a pregnant woman but also involved in the  
well-being of a family (Degirmenci and Yilmaz, 2020; Francis et al., 2021; Lagadec  
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et al., 2018). As far as the mental health of pregnant women is concerned, there are many 
articles on the related factors of maternal depression (Rastad et al., 2021; Nelson et al., 
2018). However, as of the current research, few published papers centre on maternal 
depression and proteomics, so we have reasons to believe that it is meaningful to study 
maternal depression from a proteomics perspective. 

Maybe the analytical methods used here are not up-to-the-minute, as we aim to use 
reliable and widely accepted methods for proteomic studies of maternal depression. From 
the review of the relevant literature, the algorithms we chose have been proven to 
perform well in practice and still play a vital role in research (Liu et al., 2021; Hill et al., 
2003; Hindson, 2022; Li et al., 2021). Detailly speaking, Reyaz-Ahmed et al. (2010) 
attempted to solve the problem of protein model assessment using SVM and claimed that 
the results from SVM were better than other machine learning techniques. Langlois et al. 
(2005) presented an SVM-based method for recognising a protein’s fold from sequence 
information alone, which showed better prediction accuracy. Bardsiri and Eftekhari 
(2014) compared an approach based on the decision tree and suggested that the GA 
weighting fusion method achieved the best performance. Sumathi and Padmavathi (2019) 
made comparisons of Boruta, Enet, GA and consistency-based subset feature selections 
using cancer datasets, and they pointed out that Boruta is a ranking and feature selection 
algorithm used to identify the importance of variables in prediction. Chen et al. (2019) 
reported an intelligent prediction approach based on the XGBoost model and big data, 
and their results showed the accuracy of this model had a better performance than the BP 
neural network model. Pacheco et al. (2023) evaluated the performance of different 
models for predicting three types of fraudulent behaviour in a novel dataset with 
imbalanced data, in which they provided a thorough description of LR and RF with a 
conclusion that those models shared a similar performance. To better understand and 
visualise the predictive performance of the features, we offered the nomogram  
(Figure 10). We separated proteins into two parts mainly for readability, and details on 
the nomogram can be seen in the Supplementary materials and Graesslin et al. (2010) and 
Lo et al. (2020). Here, the nomogram shows the LR model and is dynamic since one can 
decide the state of depression by setting the precise values of features. Also, the 
nomogram of all proteins is given (Figure 11). Nomograms of other models also can be 
seen in the Supplementary materials. 

We investigated maternal depression from the perspective of proteomics, which we 
believe is a novel angle of thinking to explore the influencing factors of depression at the 
molecular level. We found that the biological signalling pathways in which these proteins 
are mainly involved include leukocyte activation, participation in or mediating immune 
responses, lipid binding and other signalling pathways. Results from metabolic pathway 
enrichment further indicated that these proteins are widely involved in glycolysis or 
gluconeogenesis metabolism-related pathways such as metabolism, amino acid 
metabolism, and fatty acid degradation. This suggests that metabolic abnormalities in 
pregnant women may be an essential factor in the occurrence of the outcome. The 
possibility is that these proteins are jointly involved in infection, immune responses, 
complex binding, lipid metabolism, and energy metabolism. Changes in levels of the 
peripheral blood of pregnant women may lead to an imbalance of signalling pathways, 
alter the physiological environment of the body, and eventually trigger the outcome. 
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Figure 10 Nomograms to predict the probability of the state of depression (i.e., Pr (Dep)),  
(a) features selected by all algorithms (b) by more than two (see online version  
for colours) 

 
(a) 

 
(b) 

Note: This nomogram only shows the predictive performance of LR using features. 
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Figure 11 Nomogram to predict the probability of the state of depression using all features  
(see online version for colours) 

 

Note: This nomogram only shows the predictive performance of LR using features. 

Several limitations exist in this study. For example, we did not use all feature selection 
methods for protein selection and did not construct all predictive models to verify the 
performance. In addition, due to uncontrollable factors in the sampling process, it was 
unavoidable to delete proteins with missing data, and there may also be proteins with 
predictability among these censored proteins. 

We identified features associated with maternal depression, of which nine were the 
most significant. We filtered the initial 689 proteins by five popular and well-performed 
algorithms. The proteins selected by each algorithm were not identical, which we believe 
the possibility is the different assumptions of algorithms. Proteins that were finally 
identified perform well in prediction. All features were selected by two algorithms at 
least, and some by all. In addition, we also designed a questionnaire to better understand 
the psychological state of pregnant women in the first trimester. The contents of the 
questionnaire have four parts: the first is the basic demographic information of pregnant 
women; the second is the information related to pregnancy (i.e., the history of previous 
pregnancy and response status of this pregnancy); the third is the information about 
nutrition (i.e., daily diet and sleep status); and the last includes investigations belonging 
to the field of psychology. Part contents of the questionnaire can be seen in the 
supplementary material. We believe that by combining the questionnaire information and 
the results of proteomics analysis, the state of depression in pregnant women can be 
diagnosed more accurately. 

In summary, we provided information about the feature proteins that can predict the 
state of maternal depression and verify their predictive performance. The results show 
that these proteins achieve impressive predictability. It is sensible to believe that they can 
predict the state of depression of a pregnant woman. We drew meaningful conclusions 
that can provide innovative ideas for improving maternal depression as soon as possible 
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by analysing this valuable dataset. More importantly, we wish this work could provide 
clues for further research. 

Supplementary materials 

The supplementary materials include the codes for feature selection, performance 
validation, simulations, and the questionnaire, which can be seen online 
(https://github.com/vitaminc121/Data-and-Simulation). 

Availability of data and materials 

The datasets used and analysed during the current study are available from the 
corresponding author upon reasonable request. 
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