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Abstract: Artificial intelligence (AI) is transforming the finance sector, driving 
advancements in fraud detection, risk profiling, and trading strategies. Despite 
its potential, AI requires robust governance to prevent perpetuating 
unconscious biases, achievable through the principle of explicability. This 
study examines explicability in ethical AI governance within finance, focusing 
on its conceptualisation and operationalisation. Drawing on interdisciplinary 
literature, the study conceptualises an integrative maturity framework around 
three core dimensions: transparency, interpretability, and accountability. The 
framework provides actionable guidance for operationalisation through 
progressive procedures, tools, and interventions. Empirical validation through 
expert interviews reveals that explicability should be addressed holistically, 
operationalised incrementally, and implemented consistently. The proposed 
explicability maturity framework supports firms in ethically and effectively 
adopting AI, advancing both academic discourse and industry practices. 
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1 Introduction 

The rapid development of artificial intelligence (AI) technology is outpacing societal and 
legal frameworks designed to uphold accountability (Cunha et al., 2023). In accordance 
with the social contract as expounded by Hobbes in Leviathan in the 17th century, 
individuals, having submitted themselves to the authority of a sovereign for the sake of 
order and security, are bound to be held accountable for their decisions and their 
consequences. However, AI systems, which increasingly make autonomous decisions, 
challenge these traditional accountability structures, raising critical questions about how 
responsibility should be assigned in cases of technical failure (Gkeredakis et al., 2021). 
These challenges demand new frameworks to address accountability in AI-driven 
decision-making. 

In healthcare, AI algorithms are being used for the early detection of brain tumours as 
well as diagnosing mental health disorders such as anger and anxiety, shifting  
decision-making roles traditionally held by physicians to AI systems (Gujar et al., 2025; 
Uddin and Chowdhury, 2024). While these technologies hold promise, they also 
introduce risks when algorithmic errors occur, potentially jeopardising patient wellbeing 
(Constantinides et al., 2024). Similarly, the lack of legislative precedents in autonomous 
vehicles hampers widespread adoption, raising disputes over accountability in insurance 
and liability claims (Li et al., 2019; Kubica, 2022). In the financial markets, machine 
learning algorithms and Robo-advisors are increasingly surpassing traditional strategies 
in prediction and trading (Bouasabah, 2024; Chandani and Bhatia, 2025), but without 
proper regulatory oversight, their use could increase the risk of systemic disruptions such 
as flash crashes. These examples illustrate the pressing need for governance mechanisms 
to address the ethical and practical challenges AI poses. For some innovations, such as 
autonomous vehicles, the technological possibilities are promising; however, a 
widespread roll-out is hampered by a lack of legislative and regulatory precedent, which 
results in insurance disputes and an inability to settle claims (Li et al., 2019; Kubica, 
2022). 

Discrimination concerns slow some other innovations; for example, in the US judicial 
system, an algorithm predicting recidivism rates was found to be biased towards white 
defendants (Belenguer, 2022). As noted by Pereira et al. (2024b), “AI can have biases in 
decisions when it comes to personal aspects of individuals based on gender, ethnicity, 
disabilities, and even gross income, being borderline discriminatory towards minorities” 
(p.439). The complex challenge of unintended AI discrimination and bias is the primary 
focus of this paper. Unintentional discrimination is when “an apparently neutral rule, 
criterion or practice would put persons of a racial or ethnic origin at a particular 
disadvantage compared with other persons” [Council of the European Union, (2000), 
p.24]. Examples of unintended AI discrimination are in abundance; for instance, in a 
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recent study conducted by Liang et al. (2023), it was observed that a ChatGPT detection 
software incorrectly identified non-native English essays as content generated by the 
GPT model more than 50% of the time. Such misclassification raises concerns about the 
detection system’s accuracy and flags the prevalence of unintended bias in these rapidly 
developing technologies. 

While algorithmic bias poses challenges across sectors, the financial industry faces 
particularly urgent issues. Bias in AI systems used for credit allocation and insurance 
pricing disproportionately impacts historically marginalised communities, risking the 
perpetuation of economic inequities in future generations (Townson, 2020). For example, 
algorithms have been shown to assign higher credit limits to men than women (Firth, 
2021) and impose higher insurance premiums on minority groups, effectively 
reintroducing prohibited attributes like race through sophisticated proxies (Lehmann, 
2021). The concept of technological lock-in (Arthur, 1989) further explains how 
discriminatory AI models can become entrenched in financial decision-making, making 
later corrections difficult. These discriminatory outcomes underscore the need for robust 
governance mechanisms tailored to the financial sector that go beyond technical fixes but 
that also support “changes in mindset, leadership approaches, and operational practices, 
integrating digital infrastructure, advanced data analytics, and customer-centric solutions” 
[Tarigan et al., (2025), p.5]. 

In the financial sector, biased implications are already coming to fruition; for 
example, an algorithm for determining credit limits was found to allocate higher credit 
limits to men than women (Firth, 2021) and concerns have also been raised about 
privacy, security, and bias in chatbots that are increasingly used in the financial sector 
(Srivastava et al., 2024). The risks of creating discriminatory AI-enabled solutions are 
compounded by the potential lock-in effects that new developments can have, and this is 
the phenomenon of “technologies, once societally successful, [becoming] resistant to 
change, even if these technologies have adverse effects” [Pesch, (2014), p.926; Stahl  
et al., 2023]. Mitigating and regulating the potential adverse effects of AI technology is 
essential (Arora et al., 2023). Indeed, the EU has been crafting AI regulations since 2021 
through the AI Act (European Commission, 2021). Several complementary directives 
have also been developed to support this effort, including the AI Liability Act, which 
assists victims of AI misuse by lowering the burden of proof to improve the chances of 
successfully winning liability claims (European Commission, 2023). Further efforts, 
including the NIS2 directive and the EU Data Governance Act, concerned with 
improving cybersecurity and data sharing, are also being updated to reflect the new 
threats and opportunities posed by AI technology (European Commission, 2024; Deloitte 
Netherlands, 2023). From an industry perspective, the recent surge in the adoption of 
generative AI tools, notably ChatGPT in 2023, has amplified public interest in AI 
governance (Korneeva et al., 2023; Ollagnier, 2024). This momentum was fuelled by a 
collective open letter penned by over 1,000 tech leaders, including Elon Musk, 
emphasising the perils of an unregulated AI arms race (Metz and Schmidt, 2023; 
Korneeva et al., 2023). 

With AI algorithms becoming increasingly prevalent in the finance industry, it is 
imperative to minimise discrimination rather than allow it to be embedded into the 
algorithms. There are two especially pernicious related problems which contribute to this 
risk. Firstly, the training data, fed to predictive risk algorithms, may be filled with 
historical discrimination and, therefore, requires some carefully designed corrective 
interventions (Arora et al., 2023; Townson, 2020). Secondly, even when legally 
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prohibited characteristics are omitted from training data (e.g., gender and race), the AI 
algorithms can typically identify alternative, sophisticated patterns which equate to 
discriminatory attributes (Prince and Schwarcz, 2020). As explained by Prince and 
Schwarcz (2020), when AI lacks direct data on specific characteristics, it can derive 
alternative indicators or proxies that are less obvious but still predictive in nature. The 
result is that the algorithm continues to produce discriminatory predictions despite 
purporting that such attributes are forbidden from the algorithm. For instance, this 
problem occurs in life insurance pricing and creditworthiness. Historically, race was 
commonly used as an underwriting attribute for life insurance (Lehmann, 2021). Despite 
its current prohibition, the emergence of sophisticated predictive algorithms in the 
insurance industry leads to concern that the attribute of race could effectively re-emerge, 
resulting in the potential for minority groups to encounter higher insurance premiums 
because the data has historically categorised them as a high-risk group (Lehmann, 2021). 
Similar algorithms are also being used to determine creditworthiness. Against this 
backdrop, there is expected to be persistent racial discrimination in, for instance, loan 
pricing, with Latin and African American borrowers paying 7.9 basis points more 
mortgage interest (Bartlett et al., 2022). 

To tackle the risks of unintended discrimination, the ‘explicability of AI’ is argued as 
a potential remedy (Van den Berg and Kuiper, 2020; Meske et al., 2022). Explicability 
integrates transparency, interpretability, and accountability, offering a comprehensive 
framework for ethical AI governance. However, existing approaches often remain 
abstract or limited in scope, lacking actionable steps for operationalisation. In that, this 
study draws on ‘ethics as practice’ (Stahl, 2012) to argue that explicability must be 
embedded into organisational practices rather than treated as an abstract principle. By 
doing so, this study aims to bridge this gap by developing and empirically validating a 
maturity framework for explicability tailored to the financial sector. It is worth noting 
that there have been various attempts in terms of principles, frameworks, policies, 
checklists and more to conceptualise explicability (Krishnan, 2019; Theodorou and 
Dignum, 2020; HLEG, 2019). However, the extant risk-mitigating approaches are widely 
dispersed and often only attend to one aspect of explicability, typically proposed by 
advisors for specific contexts, ranging from individuals and non-profit organisations to 
local and supranational governments and institutional bodies (Floridi et al., 2018;  
John-Mathews, 2022). In addition, many recommended principles and policies are 
limited to self-regulation, and government-level or compulsory legal oversight is mainly 
lacking (Ada Lovelace Institute et al., 2021). Lastly, many explicability-focused 
approaches aim to advance our understanding of the concept, remain within a definitional 
realm, and lack clear directions towards operationalisation. In that, conceptualisation is 
necessary but not sufficient. 

In preserving (and complying with) the ever-changing rules of accountability, an 
abstract notion of explicability, albeit comprehensive, is mainly useful when 
operationalised (Floridi et al., 2018). Operationalisation can be understood as making a 
concept actionable and applicable. This aligns with applied ethics and pragmatism 
(Dewey, 2008; van de Poel, 2013), emphasising that ethical principle must be tested in 
real-world contexts and continuously refined. For the same reason, Theodorou and 
Dignum (2020) argue that to move beyond high-level abstract guidelines, actionable steps 
in the form of standards and governance, training, and ethics boards need to be adopted. 
This study synthesises existing knowledge on explicability, proposes an 
operationalisation maturity framework, and empirically evaluates its validity within the 
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financial sector. By addressing the fragmented nature of current frameworks, the study 
contributes to both the theoretical understanding of explicability and its practical 
application in AI governance. Theoretically speaking, the findings of this study help to 
give empirical clarity on the concept of AI explicability, i.e., what it means to realise and 
implement this principle and respond directly to calls for the advancement of 
explicability frameworks (Floridi et al., 2018; Kuiper et al., 2021) and advancing our 
understanding on how explicability (and its substituents like explainability) can be used 
to evaluate, improve, learn and manage AI-driven initiatives within enterprises (Meske  
et al., 2022). From a practical perspective, this study offers an empirically validated 
framework for professionals to use for guidance and benchmarking how their 
organisation applies AI and what associated interventions are required. 

The paper begins with a review of explicability theories and frameworks, leading to a 
conceptual definition and operationalisation proposal. It then describes the research 
method, presents the findings, and reflects on key patterns against existing theory. The 
study concludes with implications, limitations, and directions for future research. 

2 Literature review 

AI encompasses a range of hardware and software-based technologies, widely adopted 
across industries (Ratten, 2024). The European Commission defines AI as “systems that 
display intelligent behaviour by analysing their environment and taking actions—with 
some degree of autonomy—to achieve specific goals” [HLEG, (2018), p.1]. Belenguer 
(2022) highlights the autonomy of AI, describing it as an intelligent agent capable of 
independent reasoning, collecting and processing data, and learning to navigate 
unfamiliar environments. Historically, AI has progressed from narrow applications, such 
as rule-based systems, to machine learning (ML) approaches, including supervised, 
unsupervised, and reinforcement learning (Murphy, 2012). More recently, deep learning 
techniques, particularly in Generative AI (GenAI), have gained prominence for their 
ability to create novel content like text, images, and audio (Martineau, 2023). In finance, 
AI applications have transformed critical areas such as market forecasting, audit, credit 
scoring, loan allocations, risk management, know your customer (KYC) and know your 
business (KYB) (Ahmadi and Solaimani, 2021; Colmenarejo et al., 2022; Chen, 2020; 
Pereira et al., 2024b; Willems and Hafermalz, 2021). 

The rapid adoption of AI technology and algorithms is outpacing the human capacity 
to understand it, leading to the potential for undetected discrimination of various kinds 
when bias unintentionally becomes ingrained in the algorithms (Monod et al., 2024; Stahl 
et al., 2023). By outsourcing the skills of human reasoning and decision-making we also 
sacrifice the “clarity, explainability, predictability, teachability and auditability of human 
actions and replace them with ambiguity” (Nanda and Kumar, 2024). As pointed out by 
Ntoutsi et al. (2020), AI algorithms are developed by humans and are fed with data 
generated by humans; hence, “whatever biases exist in humans enter our system and even 
worse, they are amplified” (p.3). While we are privy to the inputs and outputs of 
algorithms, several layers of complexity are added in between, such that it is becoming 
difficult to understand how the original data is being manipulated to produce predictions 
(Castelvecchi, 2016). Various incidents of facial recognition software highlight the 
problem, including Google Photo’s app categorising Black people as ‘gorillas’, Nikon’s 
algorithms consistently mistaking Asian faces for blinking, and an Amazon HR AI 
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algorithm being abandoned due to gender discrimination (Ananny and Crawford, 2018; 
Dastin, 2018; Wade, 2010). More related to the financial domain, facial recognition 
software is often used for authentication in personal online banking. However, it has been 
shown to consistently fail when used by people with darker skin tones, partly because the 
data set used to train the model overrepresents lighter skin tones (Wehrli et al., 2021). 
The solution, therefore, seems to lie in improving the diversity of the dataset. However, 
Ananny and Crawford (2018) argue that this is only part of the solution; the increasing 
complexity of algorithms and the inherent difficulty in explaining the operations are a 
much more challenging problem, which hints at why adopting the principle of 
explicability in AI design and application is necessary. 

Notwithstanding the instrumental role of explicability in fostering a sense of 
meaningful human control over algorithms (Robbins, 2019), the concept is multifaceted 
and definitionally fluid. The principle of explicability1, as introduced by Floridi et al. 
(2018), can be seen as complementary to the traditional principles of bioethics and 
positioned as the synthesis of “Explicability both in the epistemological sense of 
‘intelligibility’ (as an answer to the question ‘how does it work?’) and in the ethical sense 
of ‘accountability’ (as an answer to the question: ‘who is responsible for the way it 
works?’), is, therefore, the crucial missing piece of the jigsaw when we seek to apply the 
framework of bioethics to the ethics of AI” (p.700). Such positioning implies that 
dissecting and delving into its constituent parts of explicability is imperative to 
understand the principle. Notwithstanding the scattered literature on explicability, as will 
be elaborated on in the following sections, several scholars underscore the notions of 
transparency, interpretability, and accountability in explaining explicability (e.g., Bankins 
and Formosa, 2023; Glavina, 2024; Hermann, 2022; Van den Berg and Kuiper, 2020). 

2.1 Transparency 

Transparency has emerged as a response to financial scandals and gained prominence in 
the late 20th and early 21st centuries to counter corruption (Larsson and Heintz, 2020; 
Gita and Krishnakumar, 2024). Transparency serves as the antidote to the issue of 
information asymmetries, where one party holds more pertinent information than the 
other during a transaction. Financial services commonly employ it to counteract the 
resultant power imbalance caused by such asymmetry. This is achieved by ensuring both 
parties access the same information, thus fostering a fairer and more balanced transaction 
environment. To understand transparency, it is also worth acknowledging its 
metaphorical etymology. Metaphorically, the concept of knowing as seeing, exemplified 
by expressions like “I see”, underscores our understanding of cognitive processes, 
including the idea of transparency. Transparency, with its positive connotations, is 
associated with the mental frame of knowing and understanding, while contrasting 
metaphors with negative implications, such as being in the dark or the ‘black-boxed’ 
performance, emphasise the lack of transparency [Larsson and Heintz, (2020), p.7]. The 
notion of a black-boxed performance refers to (algorithmic) design choices inscribed in 
software and applications that, on the one hand, are made unavailable for public scrutiny 
to protect intellectual property (e.g., sophisticated search engines, social media feeds or 
recommender systems), and on the other hand, are highly opaque as they are not relying 
on pre-specified, rule-based instructions but are learning based on evolving weights and 
refined network connections (Faraj et al., 2018). For instance, the use of AI algorithms 
for personalisation raises ethical concerns regarding data transparency and user 
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autonomy. Saura (2024) highlights how smart personalisation can create a privacy 
paradox, where users trade personal data for convenience without fully understanding the 
implications. However, transparency exists on a spectrum, as even a simple AI 
application may be perceived as non-transparent if users are unaware of its use  
(Van den Berg and Kuiper, 2020). 

The EU High-level expert group on AI classifies transparency into three categories, 
i.e., traceability, explainability, and communication, where 

1 traceability entails the ability to track the data sets and processes employed 

2 explainability involves providing explanations regarding the extent to which an 
organisation and its decision-making processes are influenced by AI technology, 
along with accompanying justifications 

3 communication entails effectively conveying the capabilities and limitations of the 
technology to relevant stakeholders, including ensuring users are aware when they 
are interacting with an AI system and identifying the responsible individuals (HLEG 
2019). 

Dignum et al. (2018) provide a more comprehensive definition of transparency, 
“transparency refers to the need to describe, inspect and reproduce the mechanisms 
through which an AI system makes decisions and learns to adapt to its environment, and 
to the governance of the data used and created” (p.62). While both definitions underscore 
the importance of systems being open to inspection, Dignum et al. (2018) emphasise the 
ability to reproduce the decision-making mechanisms of AI systems, and it is this idea of 
replication of algorithms outcomes and clarity to regulators and users that makes it one of 
the more robust conceptions of transparency in the literature. Transparency in AI systems 
not only addresses information asymmetries but also helps mitigate concerns about 
privacy intrusion and fairness, as observed in the use of AI for facial recognition systems 
(Cunha et al., 2023). 

2.2 Interpretability 

The second constituent part of explicability is interpretability, also called intelligibility, 
which is concerned with answering the epistemological question of how AI algorithms 
work [Floridi et al. (2018), p.700]. Biran and Cotton (2017) describe interpretability as 
the condition in which systems and their operations can be understood by a human, either 
through introspection or a produced explanation. In Adadi and Berrada’s (2018, p.52141) 
words, an interpretable system is “a system where a user cannot only see but also study 
and understand how inputs are mathematically mapped to outputs”. Although the concept 
of interpretability in AI elicits extensive debate, it generally refers to a system being 
sufficiently open and logical for humans to comprehend its functioning to a considerable 
extent relative to the level of understanding needed for the end-user (John-Mathews, 
2022). 

In contrast to transparency, discussions surrounding interpretability in AI primarily 
centre on technological and practical aspects. The level of interpretability needed varies 
among AI systems, distinguishing between simpler models like linear regression, 
clustering algorithms, Bayesian models, and more complex approaches such as  
multi-layer neural networks (Van den Berg and Kuiper, 2020). Simple models can be 
interpreted by examining the distribution of feature weights, whereas achieving 
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interpretability for models like linear models with polynomial features and multi-layer 
neural networks often requires post-hoc2 analysis by developers with techniques 
including reviewing feature relevance, explanations by simplification, and visualisation 
explanations (Van den Berg and Kuiper, 2020). What is evidenced here is that 
interpretability is a realisable principle, and techniques are being actively developed, and 
despite academic debates on defining the concept, there is undoubtedly some degree of 
consensus on how interpretability can be technically approximated. 

2.3 Accountability 

The third constituent element of explicability is accountability. According to Floridi et al. 
(2018), accountability aims to identify who is responsible for how the technology works. 
It should be ensured that “the technology— or, more accurately, the people and 
organisations developing and deploying it—are held accountable in the event of a 
negative outcome” [Floridi et al., (2018), p.700]. The high-level expert on AI also 
heightens accountability as a vital element for developing trustworthy AI (HLEG, 2018). 
Their conception of accountability typically includes four elements, namely, auditability, 
minimisation and reporting of adverse impacts, trade-offs, and adequate redress (HLEG, 
2019). Auditability refers to the requirement of comprehensive documentation for review 
purposes, including evaluation reports and impact assessments. 

Similarly, minimising and reporting adverse impacts means ensuring safeguarding for 
whistle-blowers, NGOs, and trade unions reporting legitimate concerns. Furthermore, 
implementing these requirements may necessitate trade-offs, such as finding the balance 
between collecting and utilising customer data for innovation while also respecting their 
privacy (Glavina, 2024). Ultimately, decision-makers must be accountable for these 
decisions (Gegenhuber et al., 2023). Finally, adequate redress refers to the need for 
mechanisms to be in place to protect vulnerable persons or groups when adverse 
outcomes occur (HLEG, 2019). Dignum et al. (2018, p.62) define accountability as “the 
ability of a system to explain and justify decisions and actions to partners, users, and 
other stakeholders while incorporating societal norms and moral values”. While both the 
definitions from the HLEG and Dignam et al. (2018) align with the principles of 
transparency and interpretability, they can be furthered with a more explicit notion of the 
attribution of accountability, especially in cases of adverse impacts. 

The attribution of accountability is closely related to the concept of responsibility. 
While some literature uses accountability and responsibility interchangeably, Dignum  
et al. (2018) distinguish them, highlighting that responsibility encompasses both the 
capabilities of AI systems and the role of human actors. Santoni de Sio and Mecacci 
(2021) provide a taxonomy of responsibility, including dimensions such as culpability, 
moral accountability, public accountability, and active responsibility. Culpability refers to 
taking responsibility for wrongful actions based on intention, knowledge, or control. 
Moral accountability involves the duty of individuals to explain their reasoning and 
actions to others in certain circumstances. Public accountability entails officials’ 
obligation to explain their actions to the general public. Active responsibility 
encompasses the duty to work towards achieving specific societal goals and values 
(Santoni de Sio and Mecacci, 2021). Santoni de Sio and Mecacci (2021) argue that AI 
complicates the taxonomy of responsibility, particularly in intricate decision-making, 
where AI may obscure the rationale behind certain decisions and individual roles. For 
example, the outcome of these AI complications is increasingly widening accountability 
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gaps, which erode the public’s sense of trust in both the technologies and the institutions 
that use them (Omrani et al., 2022). A comprehensive approach to explicability must 
incorporate these nuanced distinctions in accountability gaps to sufficiently address them. 

2.4 A synthesised definition for explicability 

Explicability in AI serves as a guiding principle that ensures AI systems produce 
outcomes and decisions that are interpretable, transparent, and supported by an 
accountability framework. It is essential for addressing ethical concerns, aligning with 
regulatory requirements, and fostering trust in AI applications. Based on the synthesis of 
explicability’s core elements and their interpretations, the following definition is 
proposed: 

“Explicability in AI refers to the overarching principle that stresses the need for AI 
decision-making processes and outcomes to be interpretable, transparent, and 
accountable, where (i) transparency involves openness, traceability, and explainability to 
address information asymmetries and power imbalances, emphasising clarity, 
reproducibility, and the ability to describe, inspect, and audit AI systems throughout their 
lifecycle, (ii) interpretability focuses on the technical understanding of how AI algorithms 
function, ensuring decision-making processes can be comprehended by humans through 
techniques such as post hoc analysis and model simplification, and (iii) accountability 
assigns responsibility for AI outcomes, ensuring mechanisms to address negative 
impacts, minimise accountability gaps, and foster trust in AI technologies.” 

These three pillars, i.e., transparency, interpretability, and accountability, are closely 
interrelated and complementary. Understanding explicability as the synthesis of these 
elements creates a robust conceptual foundation that acknowledges the nuances of each 
term while adopting a collective perspective. This integrated approach ensures that 
explicability remains a practical and comprehensive framework for guiding the ethical 
design, implementation, and governance of AI systems. 

2.5 Operationalisation of explicability 

While a definition is a necessary departure point, more focus on operationalisation with 
actionable properties, shifting from ‘what’ to ‘how’, is needed. Various policy 
frameworks, ethical guidelines, government regulations, audit standards, impact 
assessments, and suchlike have been proposed to guide practitioners towards ethical AI 
(European Commission, 2021; Ada Lovelace Institute et al., 2021; Stahl et al., 2023). 
However, these guidelines are highly scattered, and operationalisation is often implicit, if 
not completely overlooked (Floridi et al. 2018; John-Mathews et al., 2022). 

2.5.1 Operationalisation of transparency 
To operationalise transparency, firms should begin by developing an ad hoc 
understanding of transparency specific to their context and assess its alignment with their 
organisational goals. Additionally, the literature stipulates a minimum requirement of 
notifying end-users that they are interacting with AI systems (Van den Berg and Kuiper, 
2020). Once these foundational steps are established, firms can enhance their internal 
traceability procedures. This includes formally informing all company members about the 
utilisation of AI systems. Additionally, internal AI impact assessment reports can be 
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conducted and made accessible to all employees (Ada Lovelace Institute et al., 2021). 
Impact assessments are tools that can be utilised to examine how AI technologies work in 
context and are specifically interested in “seeking to better understand, categorise and 
respond to the potential harms or risks posed by the use of these systems” [Ada Lovelace 
Institute et al., (2021), p.21]. For companies at a higher AI maturity level, traceability is 
made externally possible, and methods, tools, and processes are in place to keep internal 
and external stakeholders, especially users, informed about various stages of data 
collection and algorithmic processing (Mora-Cantallops et al., 2021). To ensure a 
representative and diverse data set, samples of the data should be examined, with careful 
consideration given to the selection process to accurately reflect the diversity and 
complexity of the real-world scenarios they aim to model and predict (Glavina, 2024). A 
similar initiative encourages publishing source code and operating logic on government 
or interest group registries (Ada Lovelace Institute et al., 2021). At more advanced 
maturity levels, firms might proactively seek out private accreditation opportunities, such 
as AI risk management audits, to gain the trust of stakeholders, therefore turning 
transparency into business value (Martin, 2019; Omrani et al., 2022). 

2.5.2 Operationalisation of interpretability 
When operationalising interpretability, low-maturity firms might have informal 
discussions of what interpretability means, but it likely needs to be clearly defined for all 
employees (Krishnan, 2019). Firms prioritising interpretability should establish robust 
governance structures, which clarify by whom, what, and how AI systems are governed 
(Scheinder et al., 2023). Governance structures are complemented with clear guidelines 
(e.g., regarding integrating AI tools like GPT) to ensure managers receive and 
disseminate trustworthy AI-extracted information and use it effectively in their  
decision-making process (Rana, 2023; Van den Berg and Kuiper, 2020). For even more 
mature firms, it is vital to incorporate interdisciplinary perspectives (for example, from 
law, philosophy, and psychology) within the development team to help recognise 
potential bias risks early (Theodorou and Dignum, 2020). Multiple degrees of expertise 
are required to operationalise interpretability; therefore, well-designed and targeted 
training should be seen as valuable and actionable. Training can be viewed from two 
perspectives. Firstly, computer science experts must be “trained and perhaps licensed in 
the safety and societal implications of their designs and implementations, just like those 
of other disciplines” [Theodorou and Dignum, (2020), p.2]. Secondly, executive 
management needs adequate data and technological literacy to make informed decisions. 
At higher maturity levels, interpretability processes are formalised, interdisciplinary 
perspectives are incorporated, and the technology is monitored across its service 
lifecycle. This includes the company using highly specialised developers who can 
conduct post hoc analysis, and the governance structure clearly outlines how their 
findings are distributed throughout the company (Van den Berg and Kuiper, 2020). Tools 
such as local interpretable model-agnostic explanations (LIME), Shapley additive 
explanations (SHAP), and the ELI5 toolkit can enhance interpretability by providing 
visualisations that clarify why certain predictions are made. LIME approximates the 
model locally to show input-output relationships, SHAP assigns importance values to 
features, and ELI5 offers methods to inspect and explain model performance 
(Vishwarupe et al., 2022). 
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2.5.3 Operationalisation of accountability 
When operationalising accountability, low-maturity firms might create some internal 
standards and policies; typically, they are aware of a need to comply with external 
legislation (e.g., the EU’s AI liability directive), but more formal processes are required. 
Furthermore, the bare minimum requirement of employing an AI officer is met; this role 
entails overseeing the deployment and monitoring of AI systems, ensuring compliance 
with relevant regulations, and managing the ethical implications of AI technologies 
within the organisation (Theodorou and Dignum, 2020). For slightly more advanced 
firms, formal protocols for adequate redress are defined in case AI outcomes are unjustly 
impacted; for example, responsible individuals are consulted, and procedures are 
examined. As firms continue to develop in their AI maturity, the various stages of the AI 
lifecycle (initiate, build and train, deploy, manage and operate) must be clearly 
distinguished (Sullivan and Wamba, 2022). The steps to mitigate adverse outcomes are 
clear and easily implemented. At this level, accountability is understood from a reactive 
perspective (Sandler and Basl, 2019). 

At a higher maturity firm, and as an overlapping point with interpretability, 
interdisciplinary perspectives on accountability within the management team are 
implemented and monitored, ensuring that decisions consider various concerns and trade-
offs, including ethical, legal, and technological. In addition, management is well-trained 
to provide technological literacy and have a meaningful understanding of the developers’ 
work (Theodorou and Dignum, 2020). For the most mature firms, the approach to 
accountability is formalised through protocols and by including interdisciplinary 
perspectives. Furthermore, they have a proactive stance to implementing accountability 
by creating an ethics committee who are active in resolving disputes, monitoring and 
ensuring compliance with all relevant policies and seeking extra opportunities to go 
beyond compliance, for example, partnering with ethical AI communities such as 
Partnership on AI (Sandler and Basl, 2019). Existing literature suggests that AI ethics 
boards should resemble those in universities and hospitals, possessing the authority to 
veto projects that do not adhere to ethical guidelines (Theodorou and Dignum, 2020). 

2.6 A maturity model for explicability 

The techniques, tools, and interventions extracted from existing guidelines and discussed 
in the previous section provide a basis for an integrative maturity framework for 
explicability. Generally, maturity models are recognised as an effective way  
for organisations to measure their progress against established benchmarks 
(Oruthotaarachchi and Wijayanayake, 2023). The merits of a maturity model for 
explicability include assisting firms by showing 

1 what the available tools, techniques and interventions are 

2 facilitating firms with their particular and changing needs for explicability 

3 providing a baseline for benchmarking so that firms can identify their AI maturity 
(Adekunle et al., 2022). 

There exist several commonly used maturity models in the IT sector, including the 
capability maturity model integration (CMMI SM 2002), the COBIT framework 
(Lainhart et al., 2019), and the Risk Management Framework for Information Systems 
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and Organisations (NIST, 2018). What unites these maturity models is that they all take a 
stage theory approach (Kazanjian and Drazin, 1990). Although these models have many 
relevant elements, this study proposes conceptualising a maturity model based on the 
American Institute of Certified Public Accountants/Canadian Institute of Chartered 
Accountants (AICPA/CICA) privacy maturity model because it deals with large 
quantities of data, which is also a vital issue in the case of AI. The shared requirement for 
data risk management unites these two topics and makes the AICPA/CICA a solid 
foundation for building the proposed framework. Furthermore, the AICPA/CICA clearly 
distinguishes between maturity stages and is transparent in its requirements, which 
contrasts with other frameworks that require a large degree of subjective interpretation 
(Simonsson et al., 2010). While in this study, the building blocks of such a maturity 
framework can be derived from the extant dispersed body of knowledge (see previous 
sections), the maturity stages were adopted from the AICPA/CICA privacy maturity 
model with five states, i.e., 

1 ‘ad hoc’ implying “procedures or processes are generally informal, incomplete, and 
inconsistently applied”3 

2 ‘repeatable’ suggesting “procedures or processes exist; however, they are not fully 
documented and do not cover all relevant aspects” 

3 ‘defined’ implying “procedures and processes are fully documented and 
implemented, and cover all relevant aspects” 

4 ‘managed’ implying “reviews are conducted to assess the effectiveness of the 
controls in place” 

5 ‘optimised’ indicating “regular review and feedback is used to ensure continuous 
improvement towards optimisation of the given process” [AICPA/CICA Privacy 
Maturity Model, (2011), p. 2]. 

An overview of the discussed body of knowledge on the operationalisation of 
explicability organised in the format of the AICPA/CICA maturity model is presented in 
Table 1. 
Table 1 Proposed conceptualised framework for operationalising explicability 

 
Explicability levels of maturity 

Repeatable Defined Managed Optimised 
Transparency Transparency is 

ad hoc, with 
informal 
practices that 
offer limited 
instrumental 
value. AI usage 
is minimally 
disclosed to 
stakeholders. 

Transparency 
practices are 
formalised, with 
AI information 
accessible and 
traceable. Impact 
on organisational 
processes is 
systematically 
documented. 
Stakeholders are 
notified of AI 
interactions. 

Transparency 
extends to 
external audits 
and stakeholder 
engagement. Full 
lifecycle 
traceability is in 
place, supported 
by algorithmic 
documentation 
and periodic 
reviews. 

Transparency 
achieves  
industry-leading 
standards through 
proactive 
accreditation and 
certifications, 
turning it into a 
competitive 
business 
advantage. 
Stakeholders have 
real-time access 
to explainable AI 
decisions. 
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Table 1 Proposed conceptualised framework for operationalising explicability (continued) 

 
Explicability levels of maturity 

Repeatable Defined Managed Optimised 
Operationalisation 
of transparency 

Initial 
understanding 
of transparency 
is reactive and 
inconsistent. 
Users are 
passively 
informed about 
AI interaction. 

Internal 
traceability 
processes ensure 
employees can 
access AI usage 
and impact 
assessments. 
Sampling of 
datasets and 
partial algorithm 
audits are 
conducted. 

External 
traceability 
mechanisms 
ensure 
stakeholders are 
consistently 
updated, 
including 
algorithm 
registries and 
third-party 
audits. 

Transparency 
protocols are 
integrated into the 
firm’s strategic 
goals, with 
external 
accreditation 
ensuring public 
trust. 
Transparency 
becomes a 
benchmark for 
industry 
collaboration and 
innovation. 

Interpretability Basic 
understanding 
of AI models 
exists within a 
limited group of 
employees. 
Definitions of 
interpretability 
lack consensus. 

Interpretability is 
structured with 
governance 
frameworks 
guiding the 
dissemination of 
AI outputs 
across teams. 
Training 
programs ensure 
developers 
understand and 
explain AI 
decisions to 
relevant 
stakeholders. 

Stakeholders 
from multiple 
disciplines (e.g., 
legal, ethical, 
and technical) 
actively 
collaborate to 
refine 
interpretability 
practices. Bias 
risks are assessed 
systematically. 

Interpretability is 
embedded into 
organisational 
culture, with 
continuous 
learning 
mechanisms and 
partnerships with 
regulators to align 
AI decision-
making practices 
with evolving 
standards. 

Operationalisation 
of interpretability 

Interpretability 
discussions are 
siloed and lack 
formal structure. 
Developers 
analyse outputs 
post-hoc using 
basic 
techniques. 

Governance 
structures and 
guidelines ensure 
that AI decision-
making outputs 
are accessible 
and explainable 
to all relevant 
stakeholders. 
Training 
incorporates 
interdisciplinary 
insights to 
minimise bias. 

Interdisciplinary 
review 
mechanisms are 
established to 
regularly assess 
and improve AI 
model 
interpretations. 
Advanced 
explainability 
tools like SHAP, 
LIME, and ELI5 
are 
systematically 
applied. 

Interpretability is 
integrated into 
organisational 
workflows, with 
cross-
departmental 
collaboration 
ensuring 
decisions are 
communicated 
effectively. 
Predictive 
monitoring tools 
are implemented 
to ensure 
interpretability 
across the AI 
lifecycle. 
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Table 1 Proposed conceptualised framework for operationalising explicability (continued) 

 
Explicability levels of maturity 

Repeatable Defined Managed Optimised 
Accountability Accountability 

is reactive and 
limited to post-
implementation 
assessments. 
Roles and 
responsibilities 
in AI 
development are 
vaguely defined. 

Accountability 
standards are 
developed 
internally, with 
compliance to 
external 
regulations. AI 
officer roles are 
formalised, and 
initial redress 
protocols for 
unjust outcomes 
are defined. 

Auditability 
processes enable 
clear role 
identification, 
and 
responsibility for 
AI outcomes is 
disseminated 
across 
organisational 
levels. 
Management 
ensures regular 
training in 
technological 
literacy. 

Accountability is 
a proactive, firm-
wide commitment 
led by an ethics 
committee. 
Multidisciplinary 
teams ensure 
compliance with 
regulations while 
fostering 
innovation. 
Accountability 
mechanisms are 
continuously 
refined to exceed 
industry 
standards. 

Operationalisation 
of accountability 

Internal 
processes are 
informal, with 
limited 
awareness of 
external 
compliance. 
Accountability 
is addressed 
sporadically. 

Defined 
accountability 
frameworks 
assign clear roles 
for AI outcomes. 
Lifecycle stages 
of AI systems 
are 
distinguished, 
with mitigation 
strategies for 
adverse effects 
in place. 

Justification 
protocols for AI 
decisions are 
established, 
ensuring 
stakeholders 
have access to 
comprehensive 
explanations. 
Proactive 
governance 
integrates diverse 
perspectives into 
accountability 
discussions. 

Accountability is 
institutionalised, 
with management 
adopting a 
proactive stance. 
Formalised ethics 
committees 
ensure that 
accountability is 
embedded into 
strategic decision-
making, driving 
ethical 
innovation. 

3 Research approach 

Given the explorative nature of this study, i.e., an empirical evaluation of a 
conceptualised maturity model for AI explicability, a qualitative, inductive approach is 
considered most suitable (Glaser and Strauss, 1999). According to Tavory and 
Timmermans (2014), an inductive approach is “an analytical choreography with an 
immersion in data and transcend to higher levels of abstraction” while also having the 
flexibility to return to the literature. As such, space was created to develop a novel 
framework, which was embraced and offered for feedback rather than tossed away during 
the fieldwork (Conaty, 2021). Such an explorative approach can help evaluate the 
proposed framework’s relevance, coherence, and comprehensiveness. In doing so, several 
semi-structured interviews with experts were conducted. Semi-structured interviews 
blend open and closed questions, encouraging follow-up inquiries while helping the 
interviewees to feel at ease, leading to more natural conversations (Adams, 2015). A 
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semi-structured interview also allows flexibility in discussing pre-defined (theory-driven) 
themes and unravelling and zooming in on unforeseen topics (Adams, 2015). In this 
study, the interviewees were subject matter experts, and a semi-structured mode of 
interviews facilitated natural, nuanced discussions and the exploration of topics from and 
beyond the proposed maturity model. 

3.1 Research sample and participants 

A total of 16 interviews were conducted. The number of interviews aligns with previous 
studies on similar topics, e.g., a paper on management perspectives of ethics in AI with 
nine interviews (Baker-Brunnbauer, 2020) and explainability in AI with 13 (Kuiper et al., 
2021). Moreover, it adheres to a recommended baseline of 12 interviews, as Guest et al. 
(2006) put forward, which finds that data saturation can mainly be achieved within 13 
interviews. The sample size of 9–17 is similarly supported by Hennink and Kaiser, who 
argue that this range represents the ideal balance between not reaching saturation and 
raising ethical issues, “such as wasting funds, overburdening study participants, and 
leading to wasted data” (2022, p.8). 

Non-probabilistic sampling was used to identify prospective experts, leveraging the 
alum network and other university business networks. A snowball sampling approach 
was adopted to ensure access to a vast pool of relevant participants. Interviewees were 
grouped into three categories: professionals working with AI in the finance sector, 
academics specialising in explainable AI, and technology experts with engineering 
expertise. These categories were selected to ensure the study captured a holistic view of 
AI explicability, addressing both practical and theoretical aspects. This categorisation 
aligns with prior research on AI maturity model development, highlighting the 
importance of industry-specific approaches (e.g., Sonntag et al., 2024). The diverse 
perspectives of the interviewees, comprising seven business professionals, two 
technology experts, and six academics, significantly contributed to the external validity 
of the research (Daly et al., 2007). Additionally, including participants from different 
countries, i.e., the UK, the USA, the Netherlands, and Sweden, broadened the 
international scope of the study and ensured the findings were applicable across multiple 
contexts. 

An interview protocol was developed4 to preserve internal validity, outlining critical 
aspects such as an invitation letter, interview questions, definitions, examples, a-priori 
codes, time guidance, and informed consent (Brooks and King, 2014). This protocol was 
carefully aligned with the study’s objectives to ensure systematic and relevant data 
collection. The interview questions were categorised into three themes: 

1 defining explicability to evaluate the comprehensiveness of the proposed framework 

2 operationalisation of explicability focusing on transparency, interpretability, and 
accountability 

3  feedback on the framework’s applicability, coherence, and comprehensiveness 
(Adekunle et al., 2022). 

The protocol underwent iterative refinement following trial interviews, which ensured 
clarity and engagement, further strengthening the data collection process. 
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Table 2 Specifications of interviewees 
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Interviewees were first asked to share their unbiased perspectives and experiences in AI 
projects to ensure a common understanding of concepts. This was followed by presenting 
a literature-based definition (see Section 2.4) to establish a shared foundation for 
discussing explicability. To mitigate potential biases, interviews were anonymised during 
transcription to prevent any contextual influence on coding decisions. Additionally, 
findings were cross-validated through iterative discussions among the researchers, 
ensuring the robustness and reliability of the themes identified. The interviews were 
recorded by Microsoft Teams (version 1.5.00.31156), and the automatic transcription 
feature was utilised. All transcriptions were subject to post-editing to correct 
incomprehensible words (caused by obstructed audio) and remove filler words. To ensure 
that the interview questions are easily understandable, three trial interviews were 
conducted as suggested by Brinkmann and Kvale (2009), based on which the decision to 
add examples and time guidance to the interview protocol was made. Ultimately, the 
average length of each interview was 45 minutes. 

All interviews were conducted with the interviewees’ informed consent to the terms 
of conditions, ensuring anonymity, allowing for potential quotation use, and granting the 
option to withdraw consent within a week. Anonymisation of organisations in the finance 
sector was agreed upon, with identifying details promptly removed during transcription 
and replaced with unique codes stored separately, to be deleted after the study’s 
completion. 

3.2 Data analysis approach 

The data analysis followed the approach of Miles and Huberman (1994), beginning with 
familiarisation with the interview transcripts. Transcriptions were initially coded using 
descriptive codes, which denoted the straightforward meaning of the text, followed by the 
assignment of pattern codes to uncover deeper relationships and themes (Miles and 
Huberman 1994). The qualitative analysis software Atlas.ti (Web-22) facilitated the 
systematic visualisation of patterns, identifying relationships across transcripts, and 
refining nested codes. This iterative coding process ensured that the analysis remained 
grounded in the research objectives, allowing the themes to emerge organically while 
maintaining alignment with the proposed maturity framework. Miles and Huberman 
(1994) suggested that the coding process started with a provisional list of codes before 
fieldwork, keeping research questions central. The initial codes were based on the 
proposed maturity framework, refined and expanded with emerging empirical insights. 
Accordingly, code labels and structure were adjusted when needed, reflecting an evolving 
analysis (Miles and Huberman, 1994). 

The a priori codes that resonated with the interviewees and the emerging codes 
extracted from the interviews were converted into category cards, forming a codebook 
(Miles and Huberman, 1994). The Atlas.ti software aided this process, providing easy 
access to all codes through a ‘code manager’ feature, each accompanied by a short 
definition and a reminder of a relevant moment as evidence. Further refinement is 
realised and distilled into the final code list (a list is available upon request). More 
profound thought themes and patterns began to form throughout the coding process. 
Continuous referencing between data and existing literature was necessary to identify 
fully explicated and unexplored themes and relationships. Another measure to enhance 
internal validity and find consensus amongst authors was to have interactive sessions to 
review and discuss the codes and themes. These sessions resolved disagreements on 
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assigning codes, and themes became more refined and deemed essential for generating 
sufficiently reliable conclusions (Krippendorff and Craggs, 2016). Consequently, themes 
were examined against the proposed framework and categorised as emerging, confirming, 
or adjusted based on their alignment with the corresponding cell (e.g., Solaimani et al., 
2022). Finally, a network data display was created, visually illustrating theme and code 
interrelationships, facilitating iterative adjustments between data and literature [Miles and 
Huberman, (1994), p.94]; see Appendix. An elaboration of the findings follows in the 
next section. 

4 Results 

The interview data offers a nuanced perspective on the conceptual model presented in 
Section 2. This section delves into the empirical findings concerning the three dimensions 
of explicability. 

4.1 Transparency 

Corroborating with earlier discussion in Section 2, a crucial first step for operationalising 
transparency is making users actively aware of their interaction with AI: “If you are 
talking to someone online, as a user, you should be aware that you are communicating 
with a chatbot... it should be clear how AI is used, the limitations and potential unknown 
(or harmful) scenarios while using it” (Expert A_AC). Another early requirement within 
the proposed maturity model is determining the appropriate level of transparency 
required for each company. As discussed in Section 2, transparency plays a crucial role in 
the finance sector compared to other sectors, namely as an antidote to information 
asymmetries. However, what the interviewees brought to light is that firms’ adherence, 
even within the financial industry, varies based on their unique characteristics, including 
their sensitivity to societal and environmental factors – e.g., commitment to 
environmental, social, and corporate governance (ESG) – firms’ ownership and 
investment structure (e.g., dependency on public funding), firms’ dependency on public 
opinion: “Some financial firms are intrinsically more transparent than others because of 
their societal mission and environmental aspirations… some are heavily reliant on their 
intellectual property, some are directly dealing with end customers and need to be 
transparent to build trust” (Expert A_AC). Once this level is determined, firms must be 
intentional about how they convey their position on transparency to their customers, as 
one interviewee noted: 

“Firms can assess the comprehensibility of their Code of Conduct (CoC) from 
the client’s viewpoint, which may seem like a basic transparency requirement, 
yet even leading market players like Facebook have faced challenges in this 
regard, particularly considering that Facebook isn’t handling the most sensitive 
personal information, such as financial details.” (Expert G_BU) 

Furthermore, the interviews highlighted a range of complexities regarding how 
companies use AI, an aspect not fully addressed in earlier sections. For example, 
corporate banks use unsupervised learning AI lending models with “risk quantification 
being used to grant or decline financing” (Expert B_EN). In contrast, one interviewee 
who works in personal banking said that although their organisation works with AI 
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modelling, “the outputs are not being used to drive customer outcomes yet because they 
cannot be certain the output is not biased” (Expert B_BU). For other organisations, 
“employees do not even know what they have in AI and analytics” (Expert E_BU). An 
essential starting point is, therefore, to determine what kind of AI a firm uses and how 
complex the models might be because this determines the appropriate level of 
transparency required for each company. 

Once basic transparency measures are in place, firms are advised to look beyond as-is 
analysis and develop traceability measures. One interviewee considered traceability to 
involve both technical and organisational aspects, “both the technical aspects, like 
developing model analysis methods such SHAP5, and more governance-based practices 
such as conducting process flows where knowledge is collected and documented are 
integral parts of traceability” (Expert B_AC). Aligned with the earlier discussed 
principles of traceability in AI, the findings highlight the significance of traceable 
processes in upholding transparency at higher maturity levels. One of the interviewees 
(Expert A_AC) put forward the example of a bank that wrongly denied loan applications 
because of biased credit risk models and emphasised that “…it is increasingly crucial for 
a financial service provider to be able to backtrack the automated actions of the model 
and identify distinct steps within the decision-making process”. At the lower AI ethics 
capability maturity level, the transparency measures are primarily focused on 
documenting expected scenarios. At the same time, more mature firms pay equal 
attention to mechanisms for mitigating and managing unforeseen situations. A case in 
point is the example given by one of the experts: “We should be able to follow up if 
something goes wrong, for example, when we got surprised that a chatbot started using 
offensive language; in such a situation, you cannot get off scot-free by calling it a ‘black 
box’ case” (Expert B_AC). To ensure a fully-fledged transparency policy, a holistic view 
across the data lifecycle is posited, i.e., from data generation and collection to 
consumption and production, is essential: “Transparency involves the ability for 
continuous monitoring of the data quality across the lifecycle, often structured along the 
customer journey, from data generation, collection and storage, to deployment, 
maintenance and decommissioning, using the principle of CIA triad (Confidentiality, 
Integrity and Availability)” (Expert F_BU). 

In putting transparency into action, several recurring themes were highlighted that are 
aligned with earlier discussed theories, such as the need for audits and registries in the 
firms’ governance and control apparatus. More specifically, in the financial sector, the 
standardisation of financial statements (e.g. International Financial Reporting Standards) 
and requirements for record-keeping are ubiquitous as processes for achieving 
transparency. It appears that as AI becomes more prevalent in the financial sector, these 
similar high standards of traceability and documentation will also be necessary: “The next 
thing on our path, certainly for the more complex models, is what is termed AI audits […] 
to do assurance over the model itself” (Expert F_BU). Some examples of AI audits 
adopted by the sector include algorithm performance assessments, model evaluations, and 
bias detection techniques. These audits aim “to understand how algorithms perform and 
inspect for inherent bias such as data imbalance or discriminatory patterns” (Expert 
A_BU). In a similar vein, registries are recommended to be utilised to build public trust 
in a sector often criticised for its scandals. As one interviewee said, “The Flash Crash of 
2010 showcased the risks of unregulated algorithmic trading. Algorithmic registries 
could offer transparency and oversight, guarding against future market turmoil”. 
Therefore, increasingly, financial institutions make their source codes available on public 
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registries, such as the Dutch government’s algorithm registry, to gain customers’ trust. 
Another interviewee pointed out that firms interested in garnering a higher level of 
transparency should be open to sharing their internal, non-client-facing AI tools, “Firms 
often disregard this concern, yet recognising the limited trust society has in AI, one could 
argue that true transparency extends beyond what merely catches the client’s eye” 
(Expert G_BU). 

4.2 Interpretability 

From a technical perspective, companies, particularly those early in their AI capability 
maturity, can increasingly use tools and solutions. For instance, “A tool like SHAP and 
LIME can be leveraged by any organisation utilising AI, providing a straightforward 
method for understanding and identifying the key factors influencing AI-generated 
decisions” (Expert B_EN). While tools can help mitigate the earlier discussed black box 
problem, transparent business standards are also needed. In financial sectors, transparent 
business standards such as the GDPR help standardise work processes across the industry 
and contribute to favourable outcomes for consumers. These business standards should be 
equally adopted towards AI. The interviews also stressed a nuanced perspective that for 
companies with lower levels of AI ethics maturity, “these regulations are often restrictive 
to business rather than supportive. A mature organisation should facilitate AI-enabled 
business innovation triggered by privacy considerations rather than despite it” (Expert 
G_BU). Mature organisations are encouraged to embrace regulation and think along with 
it at the higher levels of the proposed framework. 

The interviews repeated the criticality of governance structures to reach higher levels 
of maturity in AI ethics capability, “The [AI] systems are much more than a model, 
involving data access and authorisation, business and decision-making processes, which 
should be considered as part of an integrative system: defining roles and responsibilities, 
establishing communication lines between departments, and structuring teams to 
incorporate stakeholders perspectives effectively” (Expert A_AC). The governance 
structure facilitates information sharing and access among pertinent stakeholders and 
indicates the frequency and structure of stakeholders’ consultation and review sessions, 
ensuring transparent accountability, such as employing multiple lines of defence in data 
governance, spanning from technical to business domains. It provides a distinct allocation 
of responsibilities, distinguishing between change-owners and run-owners, thus fostering 
efficient and effective decision-making processes; for more mature organisations, tailored 
explanations of how AI processes technically function must be delivered to various 
stakeholders. For one commercial bank, this means, “For every loan application we 
receive, we provide insights to the customer and the people who handle the application 
insight on how model output decisions were reached. For example, an associated 
explanation is given if the loan is denied” (Expert C_EN). 

After establishing fundamental governance, companies are encouraged to integrate 
diverse viewpoints from different fields to combat the often-found incongruity between 
stakeholders: “Often, Data and AI scientists solely focus on statistical perfection; 
however, these risks create incomprehensible models to crucial stakeholders. Integrating 
a range of viewpoints is key to ensuring meaningful understanding and collaboration” 
(Expert G_BU). In addition, the concept of explainability-by-design is emphasised, for 
instance, awareness through training: “We train our workforce to assess the ethics and 
explainability of the models which we build locally within the team instead of fully 



   

 

   

   
 

   

   

 

   

    Beyond the black box 21    
 

    
 
 

   

   
 

   

   

 

   

       
 

relying on a (central) unit that is looking for weak spots; after all, the creators are most 
knowledgeable about their creation” (Expert B_EN). The training, mainly when provided 
in a multidisciplinary fashion with mixed content on technical, legal, ethical, and 
business topics, can alleviate the potential disconnect between engineers and business 
agents. Similarly, a more diverse set of key performance indicators (KPIs) was suggested 
to be monitored in evaluating the extent of interpretability: 

“Firms rely on conventional KPIs regarding performance, e.g., how fast a 
process is performed. However, the challenge is how you measure 
interpretability. You need a mixture of qualitative and quantitative measures, 
which can only be formulated within a multidisciplinary team, for instance, by 
examining feature importance and conducting domain-specific evaluations” 
(Expert G_BU). 

Complementary to the earlier themes, the importance of culture and behaviour was also 
discussed. To sustain the organisations’ attention on the AI ethical issues, the more 
mature organisations are firmly committed to having a culture of interpretability; 
business and technical staff appeared to be aligned as one interviewee underscored his 
team’s awareness of the ethical implications of the models they build and their receptive 
attitude towards business perspectives, “Openness is vital for all to voice concerns or ask 
questions about the model, as diverse stakeholders bring varied expertise; fostering 
curiosity requires a safe environment.” (Expert B_EN). Similarly, the interviews revealed 
that in mature organisations, the culture is geared towards continuous improvement and 
adaptability: 

“Firms with more advanced ethical codes of conduct do not rely on a one-shot 
risk assessment project, as it will lead to a catch-up game with the continuously 
changing rules and directives. Instead, these firms invest in risk management 
capability that underscores a continuous review of all AI ethical and 
compliance aspects, from integrity to fairness, transparency, responsibility, and 
the like.” (Expert G_BU). 

4.3 Accountability 

According to several interviewees, accountability can better be seen as a spectrum rather 
than a binary factor, and its extent is, among others, dependent on the firm’s exposure to 
risk: “Clients with significant exposure, who heavily utilise AI technologies, methods, or 
datasets, particularly in critical areas like credit risk, inherently face heightened levels of 
risk” (Expert A_BU). In high-risk situations, the repercussions of adverse events are 
magnified. When companies anticipate being held accountable, they tend to exercise 
greater caution and diligence in risk assessment and management. Conversely, companies 
facing lower risks may not prioritise accountability practices as heavily, lacking the same 
sense of urgency. Hence, the highest levels of maturity for all aspects of explicability can 
be desirable but not necessary for every company. 

Furthermore, when evaluating risk, as pointed out by one interviewee, it is necessary 
to take a high-level view, as “being mindful of the vulnerabilities of your value network 
partners is crucial when managing and mitigating AI risks, as every entity in the chain is 
exposed. Failing to do so is akin to applying a Band-Aid to a bullet wound” (Expert 
G_BU). The importance of value chain risk management is made evident by the fact that 
it features as a critical element of the EU AI Act, emphasising the necessity for 
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accountability and adherence to regulations irrespective of a company’s role in the 
development or distribution of AI systems within the EU: 

“The EU AI Act, currently under consideration by the EU Council and 
Parliament, imposes strict accountability requirements on companies utilising 
GPAI models. It is crucial to note that these obligations apply regardless of 
whether a company is the developer of the AI system, importing it from outside 
the EU, or part of the supply chain facilitating its availability within the EU.” 
(Expert G_BU) 

As an early requirement for operationalising explicability, the interviews highlighted the 
case for implementing an AI officer, “While very sporadically, I have observed some 
organisations establishing an AI officer whose responsibility is, among others, to look 
after algorithmic fairness… it would be beneficial to have more internal awareness of 
such initiatives, which ultimately aids in maintaining oversight” (Expert B_AC). Another 
noted that in some organisations, “the responsibility of AI compliance rests fully with the 
data office, with CIO [Chief Data Officer] or CDO [Chief Data Officer], while the 
problem clearly has a multidisciplinary nature and therefore warrants a position of its 
own” (Expert G_BU). Strikingly, interviewees commonly appreciate having a designated 
AI officer to manage and streamline the audit process for transparency and 
accountability. 

An additional way to operationalise accountability is to establish an advisory board to 
provide oversight, guidance, and strategic direction on ethical and responsible AI 
practices. The intervention is expected to be more for firms with mature AI ethics 
capability as appointing and organising such an entity, while aligned with other existing 
roles and functions, requires a delicate process. Also, an advisory board is expected to be 
proactive and visionary; e.g., “an advisory board is not just a checkbox to mark off or a 
simple ‘yes’ or ‘no’ authority; it is a proactive group that offers insightful guidance and 
functions as an ethical compass” (Expert D_BU). 

Another recurring intervention was organising and participating in workshops on 
accountability, which covered topics such as bias detection and mitigation and ethical AI 
design. One interviewee had experience developing workshops within his research group 
and has created a ‘game’ that is “aimed at helping people understand the ethical concerns 
of an AI system from the perspective of the system’s stakeholders” (Expert A_AC). Using 
tools like workshops to incorporate diverse perspectives is a novel approach for financial 
companies to foster accountability. This helps stakeholders grasp their new roles and act 
accordingly. Accordingly, Expert E (BU) emphasised: 

“Being accountable and behaving like one are two different things. The 
stakeholders need to understand their new or enhanced governance structures 
but then need to be facilitated in adapting to their new roles. Governance is the 
ideal structure on paper; accountability is about how stakeholders ‘live’ those 
structures by ‘owning’ the role and the inherent sense of responsibility.” 

Recognising a wide range of perspectives echoes earlier findings on the importance of 
interdisciplinary training for interpretability, once again showing the interdependence 
between interpretability and accountability. In sum, the interviews substantiated the 
earlier discussed interventions and added several new ideas; Figure 1 presents a summary 
of confirmed and emerging themes. 
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Figure 1 An overview of emerging, confirming, and adjusted themes 

 

5 Discussion 

While there are several ways to describe explicability, the existing literature and the 
empirical insights collected in this study converge around three dimensions, i.e., 
transparency, interpretability and accountability (e.g., Bankins and Formosa, 2023). 
Transparency in AI, as highlighted by Hermann (2022) and Omrani et al. (2022), is 
confirmed through empirical insights and functions as a crucial supporting element that 
facilitates the application of other ethical principles and enhances the trust and 
understanding of firms that utilise AI. Interpretability, identified by Hunkenschroer and 
Luetge (2022) as the antidote to black-box models, ensures that AI algorithms are 
understandable and can be scrutinised, thus mitigating potential risks and fostering 
accountability. As Tóth et al. (2022) argued, accountability encompasses the dispersion 
of responsibility within AI systems, prompting organisations to consider the ethical 
implications of their decisions and actions. Together, these three concepts form the basis 
of explicability in AI (Floridi et al., 2018). 

5.1 Relational dynamics between the ethical constructs 

The findings highlight that while transparency, interpretability, and accountability are 
distinct dimensions, they are strongly interdependent. For instance, appointing an AI 
officer not only strengthens governance structures but also enhances transparency and 
accountability, as seen in financial firms striving to comply with the EU AI Act. This 
supports Hermann’s (2022) argument that transparency serves as a critical enabler of 
accountability. Also, interdisciplinary cooperation appeared to contribute to both 
interpretability and accountability (Larsson and Heintz, 2020). In sum, the findings imply 
that the three central constituent principles and their subgroups interrelate in various 
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ways, including facilitation, measurement, exemplification, enablement and dependency 
connections (see Appendix for a more detailed view of interdependencies). Therefore, it 
can be argued that explicability is better understood holistically where the constituent 
elements are interconnected (Larsson and Heintz, 2020), with their meanings derived 
from how they are used (Jackman, 2020). 

5.2 Translating ethical principles into practice 

The interview data underscores the gap between the theoretical understanding of 
explicability and its practical implementation. For financial institutions, operationalising 
explicability necessitates tailored interventions such as algorithmic audits, robust 
governance structures, and interdisciplinary collaboration, aligning with Hermann’s 
(2022) emphasis on continuous reflection and improvement. The experts in this study, 
and as suggested by John-Mathews et al. (2022), confirm that high-level principles must 
be backed up with bottom-up pragmatic actions that are sensitive to the specific 
characteristics of the firm, the sector they operate in, and the complexity of the model 
chosen. According to some critics, and as explained by John-Mathews et al. (2022), AI 
ethics is excessively dominated by principlism, where theoretical moral frameworks are 
deductively derived from abstract principles and subsequently imposed on practical 
applications. Therefore, the methodology used in this study is highly inductive, beginning 
with the tools, techniques, and interventions actively employed in the industry and then 
abstracting from these practical applications to derive broader principles. 

5.3 Proportionality and context in explicability 

The empirical data also revealed that the elements of explicability operate on a spectrum, 
with the necessary degree of each principle contingent upon the unique circumstances of 
each firm, echoing Robbins’ (2019) emphasis on a risk-based approach to principle 
adoption. Thus, the higher levels of explicability, while desirable, are not necessary for 
all firms. This interpretation aligns with Krishnan’s (2019) perspective and the EU AI 
Act (European Commission, 2021), which advocates for a risk-based approach that offers 
guidance proportionate to the level of risk involved. The context for explicability is 
shaped by various factors, including the stakeholders involved, the sector’s nature, 
whether it is public-facing, and the complexity of the model utilised, all collectively 
influencing the degree to which each principle is required (John-Mathews, 2022). A 
context-based ethical approach, such as the spectrum system described, aligns with the 
findings of Hermann (2022), who promotes a utilitarian approach to principle adoption 
that takes into account the benefits and costs across all stakeholders as opposed to the 
rigid deontological approach, where each principle should always be maximised. This 
spectrum of implementation extends to organisational integration as well, where some 
firms may approach AI ethics primarily as a compliance exercise, while for others, 
particularly those whose business models directly leverage AI for critical decision-
making, ethical considerations must be embedded as a core organisational capability that 
informs strategic choices and shapes competitive advantage (Solaimani, 2024). 
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Table 3 Empirically evaluated framework for the operationalisation of AI explicability 
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Table 3 Empirically evaluated framework for the operationalisation of AI explicability 
(continued) 
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For example, within transparency, for more mature firms, the onus is on implementing 
core tools such as algorithmic audits, documentation, and registries, which primarily aim 
to uphold traceability (Ada Lovelace Institute et al., 2021). For firms with lower AI 
capability, informing end users of their interaction with AI might be sufficient for 
upholding transparency (Van den Berg and Kuiper, 2020). Concerning interpretability, 
the interviews revealed that technically interpreting how models work is plausible for 
firms by using XAI tools, even at lower maturity levels, yet this should be complemented 
by developing governance structures that facilitate information sharing among 
stakeholders, aligning with the delineation made by Van den Berg and Kuiper (2020). For 
more mature firms, operationalising interpretability entails adopting a multidisciplinary 
approach, as supported by Tóth et al. (2022), for instance, through cross-expertise 
training. Such training fosters a deeper understanding of ethical implications across 
disciplines, thereby facilitating more inclusive and comprehensive decision-making 
processes. Thus, it is imperative that those tasked with designing regulations and 
overseeing political matters represent a diverse range of perspectives. 

With regard to accountability, firms at all maturity levels found value in appointing a 
crossed skilled AI officer, particularly to help align the EU AI Act with the heavily 
regulated finance sector, while for more mature firms, establishing an AI ethics 
committee is expected, which confirms the findings of Theodorou and Dignum (2020) 
and Sandler and Basl (2019). At higher maturity levels, multidisciplinary workshops are 
recommended as a proactive approach to address ethical concerns from various 
stakeholder perspectives and go beyond governance on paper. Wang (2022) makes the 
observation that information on AI algorithms can be used by disciplinary groups to 
further their interests, either by how they frame the explanation or by omitting 
information: 

“When analysing algorithmic transparency…we should not only disclose the 
information about how algorithms work but also be alert to the hidden power 
structures and the way in which the disclosure happens can have profound and 
far-reaching effects that are often overlooked.” (p.69) 

The empirical findings of this research suggest that addressing the negative impacts of 
hidden power structures requires a multidisciplinary approach. This approach can be 
implemented through various tools, techniques, and interventions, including establishing 
clear governance structures, forming AI ethics committees, organising workshops, and 
providing cross-disciplinary training. Table 3 provides a summary of revisions to the 
earlier proposed maturity framework. 

6 Conclusions 

The rise of AI is significantly disrupting legal and societal norms, forcing us to rethink 
how responsibility is assigned when human control is removed from decision-making. 
This is particularly relevant in the finance sector, where AI technology introduces both 
opportunities and risks. Current trends of hyper-automation in areas such as insurance, 
trading, and credit scoring come with the significant risk of (unintended) discrimination 
and algorithmic bias (Willems and Hafermalz, 2021). The risk is amplified by concerns 
around the lock-in effect of new technology, where firms become accustomed to new 
technology despite its adverse effects and the risk of diminished human critical 
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reasoning, whereby model hallucinations go undetected because they appear credible at a 
surface level (Stahl et al., 2023). Given the exponential rise in the utilisation of Large 
Language Models (LLMs) in 2023, it becomes essential for both regulatory entities and 
businesses to prioritise the ethical considerations surrounding AI. The introduction of 
legislation such as the EU AI Act, AI Liability Act, and NIS2 underscores the urgency of 
addressing these issues effectively (European Commission, 2021). 

6.1 Contributions for theory and practice 

To combat these emerging challenges in AI adoption, explicability is proposed in the 
literature as a high-level principle that can help guide ethical AI implementation. It 
encompasses the need for AI technology to be interpretable, transparent, and supported 
with appropriate infrastructure to uphold accountability. While the notion of explicability 
remains definitionally fluid, influenced by evolving regulations, technological trends, 
societal dynamics, and client preferences (Krishnan, 2019), this study makes several 
distinct contributions to advance both theory and practice. 

First, this research addresses the increasing calls in the literature to move beyond 
principlism to actionable frameworks (e.g., Floridi et al., 2018; John-Mathews et al., 
2022). The study provides the first empirically validated maturity framework that 
integrates transparency, interpretability, and accountability into a coherent assessment 
tool tailored to financial institutions. Second, this work makes a theoretical contribution 
by synthesising previously fragmented approaches to explicability, demonstrating 
through empirical evidence that these elements are interdependent rather than isolated. 
This holistic conceptualisation advances the understanding of unbiased AI in general and 
explicability in particular (Hermann, 2022; Larsson and Heintz, 2020). Third, the 
research reveals the contextual nature of explicability, showing that appropriate levels of 
each principle depend on organisational characteristics, model complexity, and risk 
exposure; a nuanced perspective that refines current theoretical approaches. 

Practically speaking, the study lays the path for practitioners, policymakers, auditors, 
regulatory authorities, and compliance officers to take pragmatic steps toward 
explicability appropriate for the level of AI maturity needed in their specific context 
(Hermann, 2022). The framework serves as both an assessment tool and implementation 
guide, offering concrete interventions that can be tailored to specific needs and 
circumstances, and used cyclically for ongoing improvement and evolution of capabilities 
over time (Kazanjian and Drazin, 1990). After all, actions speak louder than words. 

6.2 Research limitations 

Needless to say, this study bears some limitations that should be acknowledged. First, the 
narrow focus on the financial sector, while allowing for in-depth industry-specific 
insights, limits the generalisability of findings to other domains where AI is increasingly 
deployed. The financial sector’s highly regulated nature and specific governance 
structures may create a context that differs significantly from other industries. Second, 
while appropriate for the research objectives, the exploratory qualitative approach brings 
inherent methodological limitations. The relatively small sample size of 16 interviews, 
though sufficient for reaching theoretical saturation in qualitative research, may not 
capture the full spectrum of perspectives on explicability. Third, despite efforts to ensure 
a reasonable heterogeneity of data sources, the geographical distribution of participants 
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was primarily concentrated in Western contexts (UK, USA, Netherlands, and Sweden). 
This Western-centric perspective may not account for important global cultural, 
regulatory, and ethical variations in explicability requirements. Finally, the rapid 
evolution of AI technologies, particularly the emergence of generative AI since data 
collection, creates a temporal limitation that may affect the long-term applicability of 
some specific operationalisation recommendations, even as the core framework remains 
relevant. 

6.3 Implications for future research 

Several promising avenues for future research emerge from this study. First, extending 
the explicability maturity framework to other sectors, such as healthcare, could validate 
its broader applicability and identify sector-specific adaptations needed (Arora et al., 
2023; Shah et al., 2024). Healthcare presents particularly interesting opportunities for 
comparative analysis, given its similarly stringent regulatory environment but different 
stakeholder dynamics and risk profiles. Second, future studies could employ quantitative 
or mixed-method approaches to statistically validate the suggested interventions across 
larger samples, potentially developing standardised assessment instruments based on the 
maturity framework proposed here (Prabhu, 2020). This could enable benchmarking and 
comparative analysis across organisations and sectors (e.g., Zand et al., 2015). 

Third, identifying the critical success factors (CSFs) for implementing the 
explicability maturity framework would provide valuable guidance for practitioners. 
Research could examine which organisational, technological, and environmental factors 
most significantly influence successful transitions between maturity levels. Focus on 
CSFs is widely adopted across many topics (e.g., Bullen and Rockart, 1981; Rasuli et al., 
2016; Solaimani et al., 2013), and in this specific context, it would help organisations 
prioritise their efforts and resources when operationalising explicability principles, 
ultimately increasing the practical impact of the framework. 

Fourth, conducting cross-cultural research in different global locations would enrich 
the understanding of explicability and its operationalisation in diverse regulatory 
environments. Particularly valuable would be research in rapidly developing AI 
ecosystems such as China and India, where different approaches to AI governance are 
emerging (Li et al., 2021). Such research could identify cultural variations in 
transparency expectations, accountability mechanisms, and interpretability requirements. 
Fourth, integrating explicability more explicitly into broader AI adoption frameworks 
represents another promising direction. Building on existing adoption models (Solaimani 
and Swaak, 2023; Solaimani et al., 2024), researchers could examine how explicability 
considerations influence adoption decisions, implementation strategies, and success 
measures. This connection would be particularly valuable for understanding how ethical 
considerations shape organisational strategies for AI deployment. 

Finally, exploring the implications of explicability for emerging technologies such as 
generative AI could yield valuable insights. Future research might investigate how the 
rapid evolution of GenAI capabilities affects business models (Dabestani et al., 2025; 
Kanbach et al., 2024) and how explicability principles can be effectively integrated 
within firms’ business processes to ensure responsible innovation (Rosemann et al., 
2024). As AI capabilities continue to advance, explicability frameworks need to evolve 
accordingly, suggesting the need for longitudinal studies examining the dynamic 
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relationship between AI capabilities, explicability requirements, and effective governance 
mechanisms. 
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Notes 
1 Explicability is closely linked with Explainable AI (xAI) and these two expressions are often 

used interchangeably. However, explicability is chosen because it captures the more nuanced 
concepts of accountability and responsibility. 

2 Post-hoc analysis refers to the process of reverse engineering outcomes of sophisticated AI to 
identify explainable decision features (Adadi and Berrada, 2018). 

3 In the proposed framework the level of ad hoc is omitted, this is because it represents an 
undesirable state. 

4 Full interview protocol available upon request. 
5 The tool SHAP (abbreviation for Shapley additive explanation method) is an “approach [that] 

enables the identification and prioritisation of features that determine compound classification 
and activity prediction” (Rodríguez-Pérez and Bajorath, 2020). This tool is rapidly growing in 
popularity due to its success in helping data scientists to interpret deep neural networks. 
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Appendix 

Figure A1 The relationships and interdependencies between the constituents of explicability 

 


