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Abstract: With the increasing share of renewable energy, its volatility poses 
challenges to grid dispatching, making wind power prediction crucial. Existing 
methods mainly include point forecasting and probabilistic forecasting, but the 
former struggles to capture fluctuations, while the latter lacks reasonable 
scenario generation for grid integration. Additionally, current approaches fail to 
fully utilise wind farm spatial structures and environmental factors, limiting 
prediction accuracy and generalisation. To address this, this paper proposes a 
scenario generation model (SLEP) based on structural attention LSTM and 
environmental correction. SLEP integrates temporal wind power 
characteristics, turbine spatial structures, and environmental factors, built upon 
TimeGAN. SA-LSTM combines a graph convolutional network (GCN) with 
LSTM to capture spatiotemporal wind power features, while the environmental 
correction module (ERM) employs cross-attention to embed environmental 
variables, improving sample adaptability. Experiments show that SLEP 
outperforms existing methods in accuracy, scenario diversity, and 
environmental adaptability, providing reliable support for grid dispatching. 

Keywords: wind power forecasting; deep generative model; structural attention 
LSTM; environmental correction; scenario generation. 
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1 Introduction 

With the global energy transition and increasing awareness of environmental protection, 
the share of renewable energy in power systems continues to rise (Yang and Pan, 2025; 
Li et al., 2022; Breyer et al., 2022). In particular, wind power, as a clean and renewable 
energy source, has been experiencing continuous growth in both installed capacity and 
power generation share (Pan et al., 2024; Chen et al., 2022; Siram et al., 2022). However, 
due to the inherent intermittency and volatility of wind energy, the uncertainty in wind  
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power output poses significant challenges to the safe and stable operation of the power 
grid (Medina et al., 2022; Ullah et al., 2024; Malik et al., 2024). Grid dispatching and 
reserve capacity planning urgently require high-precision wind power forecasting, while 
the uncertainty of wind power also introduces risks in electricity market transactions (Lu 
et al., 2024; Wang et al., 2022a). Therefore, improving the accuracy of wind power 
forecasting and generating representative multi-scenario predictions have become key 
issues that need to be addressed in the field of renewable energy (Zheng et al., 2025; Liu 
et al., 2024a). 

Currently, wind power forecasting methods can be broadly categorised into point 
forecasting and probabilistic forecasting. Point forecasting methods (Zhang et al., 2023a; 
Yan et al., 2022; Ye et al., 2022) are computationally simple and easy to implement, but 
they provide only a single deterministic value, failing to accurately capture the volatility 
and uncertainty of wind power output, which often leads to deviations from actual 
conditions (Tsai et al., 2023). On the other hand, probabilistic forecasting methods (Xie 
et al., 2023; Bazionis et al., 2022; Fan et al., 2023) construct power distribution models to 
characterise the stochastic nature of wind power to some extent. However, in practical 
applications, most models focus on improving forecasting accuracy while neglecting the 
comprehensive utilisation of complex spatial structure information and environmental 
factors within wind farms (Eikeland et al., 2022). Particularly in grid dispatching, 
scheduling departments rely on representative multi-scenario forecasts to develop more 
reasonable scheduling strategies and reserve capacity plans, yet existing methods have 
limitations in scenario generation (Wang et al., 2022b). Moreover, some approaches lack 
a holistic consideration of the mutual influence among wind turbines during modelling, 
leading to insufficient capture of global dynamic characteristics (Wang et al., 2022c). 
Hence, there is an urgent need for a scenario generation method that comprehensively 
integrates temporal characteristics, spatial structures, and environmental information to 
enhance forecasting accuracy, generalisation ability, and scenario diversity, thereby 
meeting the practical demands of mid- to long-term wind power forecasting and grid 
dispatch optimisation. 

To address the shortcomings of existing methods in leveraging spatial structure and 
environmental factors, this paper proposes a wind power scenario generation model based 
on structural attention LSTM and environmental correction (SLEP). In its design, SLEP 
first constructs a topological graph of wind turbines and employs a graph convolutional 
network (GCN) (Xu et al., 2023; Wang et al., 2023) to capture local spatial correlations. 
Then, a structural attention LSTM (SA-LSTM) is utilised to fuse static turbine 
characteristics with dynamic power data. The core concept of SA-LSTM is to fully 
exploit the interdependencies among wind turbines within a wind farm while using 
LSTM to capture the evolving power patterns over time, thereby obtaining a global 
spatiotemporal feature representation. This structure allows the model to achieve  
fine-grained modelling of power variations in individual turbines while comprehensively 
considering the interactions among different turbines in a wind farm, effectively 
addressing the limitations of traditional point and probabilistic forecasting methods in 
capturing spatial information. Furthermore, during the adversarial training process of the 
generator and discriminator, SLEP introduces an environmental correction module 
(ERM), which employs a cross-attention mechanism to embed key environmental 
variables such as wind speed, wind direction, and temperature into the generation 
process. This ensures that the generated samples not only reflect the temporal 
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characteristics of wind power but also better adapt to wind condition variations under 
different environmental conditions. To prevent excessive fusion of generated features 
with environmental information, which could reduce sample diversity, an orthogonal loss 
function is designed to constrain the directional relationship between generated features 
and environmental features, ensuring that the model retains sufficient power variation and 
diversity while being constrained by environmental conditions. Through this multi-
mechanism design, the SLEP model not only achieves deep integration of spatiotemporal 
and environmental information in data representation but also enhances the authenticity 
and diversity of generated samples through multi-loss function optimisation in adversarial 
training. 

In summary, the main contributions of this paper are as follows: 

1 A novel structural attention LSTM (SA-LSTM) is proposed to fully capture spatial 
correlations and temporal characteristics among wind turbines. 

2 An ERM is designed, which effectively integrates environmental factors such as 
wind speed and wind direction using a cross-attention mechanism and maintains the 
diversity of generated samples through an orthogonal loss constraint. 

3 A deep generative adversarial network (GAN)-based wind power scenario generation 
model (SLEP) is developed, addressing the shortcomings of existing methods in 
forecasting accuracy, scenario generation, and integration with grid dispatching. 

2 Related work 

2.1 Methods based on point forecasting 

Wind power forecasting is crucial for grid dispatching and renewable energy integration. 
Point forecasting methods are widely applied due to their computational efficiency and 
ease of implementation. Zhu et al. (2023) proposed a multi-objective upper-lower bound 
and point estimation (MOULPE) model, which constructs a dual-output neural network 
(NN) to directly estimate prediction intervals and uses the median as the point forecast 
value. This method optimises prediction performance through an improved genetic 
algorithm, demonstrating low prediction errors across multiple wind power datasets. 
However, its applicability to different machine learning (ML) methods has been 
insufficiently explored. To address this limitation, Karaman (2023) investigated artificial 
neural networks (ANN), recurrent neural networks (RNN), convolutional neural networks 
(CNN), and long short-term memory (LSTM) networks for wind power forecasting, 
incorporating both internal wind speed and direction as well as external meteorological 
data. Their results confirmed that LSTM is suitable for wind power forecasting, though 
the method did not consider the impact of large-scale climate patterns on wind power. 
Yang et al. (2024) further studied seasonal wind energy forecasting by leveraging climate 
model predictions to forecast wind power variations several months in advance based on 
the El Niño-Southern Oscillation (ENSO) in the US Great Plains region. Although this 
approach performed well for long-term forecasting, it still required more precise models 
for short-term forecasting. For short-term wind power prediction, Chang and Niu (2024) 
proposed an LSTNet model based on secondary decomposition, using CEEMDAN and 
VMD to pre-process wind power time series, combined with kernel density estimation 
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(KDE) to provide prediction intervals. Experimental results showed that this method 
outperformed traditional approaches in forecasting accuracy, but it overlooked the spatial 
structural information among wind turbines. Additionally, Wang et al. (2024b) studied 
the impact of numerical weather prediction (NWP) errors on wind power forecasting and 
proposed a ResNet-GRU-based wind speed correction model to improve wind speed 
prediction accuracy. Subsequently, they applied a CNN-LSTM model with an attention 
mechanism for short-term wind power forecasting, optimising model parameters to 
enhance prediction accuracy. However, this approach remained limited to point 
forecasting and failed to generate diverse prediction scenarios to support grid dispatching 
decisions. 

The above methods have achieved certain improvements in wind power forecasting 
accuracy, but they share some common limitations. First, most of them focus solely on 
point forecasting and lack the ability to generate diverse scenarios, which is essential for 
grid dispatching. Second, they fail to adequately model the spatial structures among wind 
turbines, limiting their ability to capture complex spatiotemporal dependencies. 

2.2 Methods based on probabilistic forecasting 

Due to the stochastic and intermittent nature of wind power, point forecasting is often 
insufficient for grid dispatching. Therefore, probabilistic forecasting methods have been 
widely studied to quantify the uncertainty in wind power generation and improve 
scheduling reliability. Chaouch (2023) employed a conditional quantile regression 
method for wind speed probabilistic forecasting, providing hourly prediction intervals 
that facilitate risk management. However, this method mainly focused on wind speed 
rather than directly predicting wind power output. To enhance the accuracy of 
probabilistic wind power forecasting, Zhu et al. (2022) proposed a probabilistic 
forecasting method integrating variational mode decomposition (VMD), singular 
spectrum analysis (SSA), convolutional neural networks (CNN), and bidirectional gated 
recurrent units (BGRU). This approach uses VMD-SSA to reduce data complexity, 
extracts temporal features with CNN-BGRU, and generates probabilistic prediction 
intervals through quantile regression (QR) and kernel density estimation (KDE). 
Experimental results demonstrated that this method provides reliable probabilistic 
distributions while maintaining high forecasting accuracy, but its sensitivity to anomalous 
data affects stability. Regarding data pre-processing, Zhang et al. (2023b) combined 
isolation forest (IF), wavelet transform (WT), and categorical boosting (CatBoost) for 
probabilistic wind power forecasting. This method first removes outlier data points, then 
applies wavelet transform for frequency decomposition, and utilises CatBoost to extract 
nonlinear features, ultimately generating prediction intervals through quantile regression. 
Experiments showed that this method achieved strong generalisation ability and accuracy 
across multiple wind power datasets, though its high computational complexity limited 
real-time applications. To enhance model generalisation, Deng et al. (2024) proposed a 
Bayesian LSTM (BNN-LSTM), incorporating prior distributions on LSTM layer weights 
to improve adaptability to wind power fluctuations. This method combines a temporal 
convolutional neural network (TCNN) for feature extraction and mutual information 
entropy for dimensionality reduction of meteorological data, improving computational 
efficiency. Experimental results indicated that BNN-LSTM outperformed Bayesian 
neural networks (BNN) and the latest temporal fusion transformer (TFT) in probabilistic 
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forecasting accuracy. However, the high computational cost of Bayesian inference 
constrained its practical applicability. Bazionis and Georgilakis (2021) reviewed 
probabilistic wind power forecasting methods, highlighting the extensive application of 
multi-model fusion and deep learning in this field, emphasising that combining statistical 
and machine learning approaches can improve forecasting accuracy and stability. 

The above probabilistic forecasting methods have made significant progress in 
improving the quantification of uncertainty and accuracy in wind power prediction. 
However, they share some common limitations. On one hand, most methods involve high 
computational complexity, making them unsuitable for real-time applications; on the 
other hand, their sensitivity to anomalous data and limited model stability remain key 
challenges affecting practical usability. 

Compared to existing methods that focus solely on point or probabilistic forecasting, 
the proposed SLEP model introduces a novel integration of spatial structure, temporal 
dynamics, and environmental factors for wind power scenario generation. While 
structural attention mechanisms have been explored in fields like traffic forecasting, those 
typically rely on fixed physical networks. In contrast, our SA-LSTM constructs a 
dynamic topological graph based on turbine output similarity, capturing flexible,  
data-driven spatial dependencies unique to wind farms. Combined with the ERM module 
– which embeds environmental variables via cross-attention while preserving scenario 
diversity – SLEP offers a more adaptive and realistic approach to wind power 
forecasting, distinguishing itself from existing models in both structure and application. 

3 Proposed method 

To address the challenges in long-term wind power scenario generation, particularly the 
inability to model spatial structures and environmental features effectively, we propose a 
wind power scenario generation model, scenario-based long-term electricity prediction 
(SLEP). SLEP is based on TimeGAN and incorporates a structural attention LSTM  
(SA-LSTM) and an ERM to enhance forecasting performance. The overall framework of 
the SLEP model is illustrated in Figure 1. 

SLEP utilises an embedding network and a recovery network to achieve deep 
representation and reconstruction of the original wind turbine data, including static 
features S and dynamic features Xt. Additionally, environmental features Et are integrated 
into the adversarial learning process of the generator and discriminator, enabling the 
generation of long-sequence scenarios that realistically reflect the temporal variations of 
wind power and environmental conditions. First, the static features S and dynamic 
features Xt are fed into the SA-LSTM of the embedding network for feature extraction, 
yielding static hidden features hS and dynamic hidden features ht. The recovery network 
then performs an inverse mapping on {hS, ht}, reconstructing { , }tS X   for reconstruction 
error evaluation. During the generation phase, random noise inputs {zS, zt} are combined 
with environmental features Et and processed by the generator to produce ˆ ˆ{ , }.S th h  
Finally, at the discriminator stage, the ERM refines the generated dynamic noise features 
to enhance the adaptation of generated scenarios to real wind conditions. These generated 
samples are then used in adversarial training along with real samples {S, Xt}. 
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Figure 1 The framework of the scenario-based long-term electricity prediction (SLEP) model 
(see online version for colours) 

 

3.1 Structural attention LSTM 

To fully capture the structural correlations among wind turbines and the temporal 
characteristics of wind power output, we design a structural attention long-short-term 
memory (SA-LSTM) module within the embedding network. As shown in Figure 2,  
SA-LSTM adopts an integrated architecture that first utilises GCNs to extract spatial 
dependencies from the topological graph of wind turbines, and then applies an LSTM 
network to model temporal dynamics. The spatial features extracted by the GCN are 
fused with time-series data and further enhanced through a structural attention 
mechanism. This attention mechanism dynamically assigns weights based on the 
topological positions of turbines and their temporal relevance, thereby weighting the 
interactions among turbines accordingly. 

First, the static features S corresponding to wind turbine identifiers are treated as node 
information, while the wind power sequence Xt is regarded as the node feature that 
changes over time. A topological graph Gt is constructed based on the similarity of power 
output among turbines. In this topology, A represents the adjacency matrix, and the edges 
between nodes are established based on the similarity of historical power output patterns. 
The edge weights are computed using a Gaussian kernel function applied to the 
correlation distances between pairs of turbines, and D represents the degree matrix. At 
each time step t, it is necessary to integrate power information from neighbouring 
turbines to obtain a global structural representation, which is then combined with 
temporal information to better capture the spatial and temporal dynamics of wind power. 
Specifically, graph convolution is first applied to Xt over the graph structure to obtain the 
graph embedding representation Ht. The process of graph convolution is formulated as 
equation (1): 
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( )1 1
2 2t t tH σ D AD X W

− −
=  (1) 

where σ represents the ReLU activation function, and Wt is a trainable parameter matrix. 
This approach extracts local spatial correlations from the graph structure, helping the 
model understand the mutual influence among wind turbines within a wind farm. 
Subsequently, to obtain higher-level feature representations, Ht is further mapped into a 
global representation space, as formulated in equation (2): 

( )t t tF σ W H′=  (2) 

where tW ′  is another trainable parameter matrix. Then, Ft is fed into the LSTM to capture 
the evolving power patterns over time, yielding the LSTM output .tF ′  

Figure 2 The process flow of structural attention LSTM (see online version for colours) 

 

Since the importance of different turbines in the topological structure varies and may 
change over time, a structural attention mechanism is introduced after extracting global 
features. First, the topological graph Gt is reshaped according to turbine indices, and a 
mapping function ϕ is applied to obtain the structural features St. The structural features 
St are then concatenated with the temporal features ,tF ′  followed by a mapping function 
ψ and a softmax activation to generate the structural attention coefficients. The entire 
process is formulated in equation (3): 

( )( )( )( )( )softmaxt t tψ ReLU Reshape G F ′=α φ  (3) 
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where || represents the concatenation operation, ReLU is the activation function, and 
softmax is used to normalise the output vector. Through this step, the model can 
adaptively focus on the most relevant turbine structural information at different time steps 
and dynamically assign attention weights for each time step, thereby highlighting key 
interactions among turbines. Finally, the attention coefficients are multiplied  
element-wise with the temporal features to obtain the final output of SA-LSTM, 
expressed as .t t tX F ′= ⋅α  

3.2 Environmental rectification module 

At the discriminator stage, to further enhance the adaptation of generated samples to 
actual wind conditions, we design an ERM that computes cross-attention between the 
hidden dynamic noise t̂h  and environmental features Et. Here, Et represents 
meteorological factors closely related to wind power generation, including wind speed, 
wind direction, temperature, and atmospheric pressure, embedded as feature 
representations. During adversarial training, Et serves as both a reference condition for 
the discriminator to distinguish real from fake samples and as guidance in the generator 
to direct the generation of dynamic noise. 

Specifically, the discriminator first encodes Et as the query, while t̂h  undergoes 
multi-head or single-head cross-attention computation using trainable parameters WQ, 
WK, and WV, resulting in the corrected ˆ .th  This attention process is formulated in 
equation (4): 

( )ˆ
ˆ ˆsoftmax Q t K t
t V t

k

W E W h
h W h

d

 
 =  
 

 (4) 

where WQ maps Et into the query space, WK maps t̂h  into the key space, and WV maps t̂h  
into the value space. The term kd  is a scaling factor used to balance the magnitude of 
the dot product. Compared to directly concatenating Et to the discriminator input, ERM 
embeds environmental features through an attention mechanism, allowing the 
discriminator to flexibly learn the influence of different environmental variables on noise 
feature correction, thereby achieving more precise adversarial learning. 

On this basis, to prevent excessive alignment between the generated features and 
environmental features while ensuring that the generated features remain constrained by 
environmental factors, we aim to preserve the diversity of wind power sequence 
variations. This enables the model to better adapt to various wind conditions that may 
occur in mid- to long-term power forecasting scenarios. To achieve this, we introduce an 
orthogonal loss to constrain the directional relationship between t̂h  and Et. This 
additional mechanism enhances the utilisation of environmental information beyond the 
attention mechanism. By maintaining a certain degree of orthogonality between their 
vector directions, the model avoids excessive dependence on environmental features 
during training, thereby preserving essential power variability. 
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3.3 Loss functions 

During the training process, to ensure the quality of generated samples while maintaining 
environmental consistency and the accuracy of power time series, we employ four loss 
functions for joint optimisation. The first is the supervised loss LS, which measures the 
difference between the dynamic hidden features ht output by the embedding network and 
the dynamic hidden features t̂h  generated by the generator network, as formulated in 
equation (5): 

1, : 2
ˆ

S S X T t tt
L h h = −   (5) 

The supervised loss LS constrains the real hidden features and generated hidden features, 
enabling the generator network to learn the true distribution of wind power in the 
temporal dimension. This ensures that the generated features maintain consistency with 
real features in terms of dynamic trends. The second loss function is the unsupervised 
adversarial loss LU, which measures the discriminator’s ability to distinguish between real 
samples {S, Xt} and generated samples ˆ ˆ{ , },S th h  as formulated in Equation (6): 

( ) ( )1 1, , :log log log 1 log 1U S X T S t S X T S tt t
L y y y y⋅    = + + − + −        (6) 

where yS and yt represent the discriminator’s classification results for the real static and 
dynamic features, respectively, while Sy  and ty  denote the discriminator’s classification 
results for the generated features. This loss function enhances the realism and diversity of 
generated samples through the adversarial interplay between the discriminator and the 
generator, enabling the model to learn a generation pattern that closely aligns with the 
actual wind power distribution. Next, the reconstruction loss LR evaluates the consistency 
between the original features {S, Xt} and the output of the recovery network { , },tS X   as 
formulated in equation (7): 

1, : 2 2R S X T t tt
L S S X X = − + −    (7) 

The reconstruction loss LR ensures that the embedding network and the recovery network 
accurately represent and reconstruct wind power time series data and turbine static 
information. This prevents the loss of critical features during the embedding or 
generation process, thereby establishing a stable underlying representation for subsequent 
adversarial training. Finally, the orthogonal loss LO is introduced in ERM to constrain the 
directional relationship between t̂h  and Et, as formulated in Equation (8): 

2ˆ
ˆ
n n

O n nn

h EL
Eh

= ⋅  (8) 

The orthogonal loss LO is computed using the normalised inner product to suppress 
excessive overlap between ˆ

nh  and En. This prevents the generated features from losing 
diversity when incorporating environmental information while ensuring adaptability to 
the potential variation space of wind power. 
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4 Experiments 

4.1 Dataset and evaluation metrics 

The dataset used in this study is collected from a wind farm in northern China, selecting 
data from seven wind turbines, with each turbine serving as a fundamental data unit. The 
dataset includes time-series data of wind power, wind speed, wind direction, atmospheric 
pressure, and humidity. The data sampling resolution is 15 minutes, and each wind 
turbine contains a total of 2,500 data samples. To ensure the generalisation capability of 
the model, the data is split in an 8:2 ratio, with the first 2,000 samples used for training 
and the remaining 500 samples used as a test set. This ensures that the test data is 
independent of the training process, providing an objective evaluation of the model’s 
actual forecasting performance. To comprehensively assess the predictive ability of the 
model, we employ two types of error metrics: longitudinal error and transverse error. The 
longitudinal error measures the numerical deviation of the predicted results, using the 
mean absolute error (MAE) as the evaluation metric. MAE reflects the average deviation 
between predicted and actual values, with a smaller MAE indicating higher forecasting 
accuracy. The transverse error evaluates the temporal consistency between the predicted 
sequence and actual data, using the correlation coefficient (CC) as the evaluation 
criterion. A CC value closer to 1 indicates that the predicted sequence closely follows the 
trend of the actual sequence, accurately capturing the temporal fluctuations of wind 
power. 

4.2 Experimental setup and environment 

The experiments were conducted in an Ubuntu 20.04 environment. The hardware 
configuration includes an Intel Xeon Silver 4210R CPU at 2.40 GHz, an NVIDIA RTX 
3090 GPU with 24 GB memory, and 128 GB of RAM. For the software environment, 
Python 3.8 was used, and deep learning modelling was implemented using PyTorch 1.10. 
The model training process employed the Adam optimiser with an initial learning rate of 
0.001. The learning rate was adjusted using ReduceLROnPlateau with a decay rate of 0.1. 
The batch size was set to 64, and the maximum number of training epochs was 200. The 
hidden layer dimension was set to 128, with ReLU as the activation function. Dropout 
regularisation (0.3) was applied before and after the fully connected layers. 

4.3 Results and analysis 

4.3.1 Ablation study 
To verify the effectiveness of the structural attention LSTM (SA-LSTM) and the ERM in 
the SLEP model, we designed an ablation study. We conducted comparative analyses by 
removing SA-LSTM and ERM separately, and the experimental results are presented in 
Table 1. 

From the experimental results, it can be observed that the complete SLEP model 
achieves the lowest MAE and the highest CC. When SA-LSTM or ERM is removed, the 
model’s performance degrades in both accuracy and trend matching. Specifically, 
removing SA-LSTM results in an average increase of 1.0%–1.2% in MAE and a decrease 
of 3%–4% in CC, indicating that SA-LSTM plays a crucial role in spatiotemporal feature 
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extraction. It effectively models the correlations among wind turbines, enhancing both 
prediction accuracy and trend alignment. When ERM is removed, MAE increases by 
0.6%–0.9%, while CC drops by 1.5%–2.2%, demonstrating that the ERM significantly 
improves the model’s adaptability to environmental variations. It effectively reduces 
prediction bias caused by external environmental changes. Without SA-LSTM, the model 
cannot fully utilise the spatial topology among turbines and relies solely on LSTM for 
temporal modelling, leading to increased prediction errors. This is particularly evident 
during periods of rapid wind condition changes, where the model struggles to capture 
power fluctuation trends accurately. Additionally, the decline in CC suggests an 
increased lag in trend matching within the time series. Without ERM, the model’s ability 
to adapt to environmental factors weakens, making it difficult to adjust the power 
prediction distribution. As a result, prediction errors increase, especially in cases where 
wind speed and wind direction fluctuate significantly, reducing the accuracy of power 
fluctuation trend predictions. 
Table 1 The impact of SA-LSTM and ERM on the performance of the SLEP model 

Unit 
SLEP  w/o SA-LSTM  w/o ERM 

MAE (%) CC (%)  MAE (%) CC (%)  MAE (%) CC (%) 
1 12.53 77.89  13.62 74.15  13.21 75.88 
2 14.43 74.81  15.29 71.64  14.98 73.12 
3 13.87 79.21  14.92 76.08  14.54 77.31 
4 14.65 75.33  15.72 71.92  15.28 73.65 
5 14.72 77.39  15.84 74.26  15.36 75.84 
6 14.18 73.88  15.30 71.02  14.96 72.44 
7 14.87 71.33  15.92 68.51  15.48 69.74 

4.3.2 Analysis of power forecasting and scenario generation results 
To visually demonstrate the predictive capability of the SLEP model, we selected the 
forecasting results of seven wind turbines over a 20-day period and compared them with 
actual wind power outputs. The results are shown in Figure 3. The red curve represents 
the model’s predicted values, while the green curve indicates the actual wind power 
output. 

From the results, SLEP effectively captures the overall temporal variations of wind 
power, particularly in regions with significant fluctuations in power levels, where the 
predicted values closely follow the actual data. For most wind turbines, the prediction 
curves accurately capture the primary peak and valley characteristics of wind power, and 
the high CC indicates strong trend-fitting ability in the time series. However, in certain 
periods of rapid power fluctuations, the model exhibits some degree of lag, primarily 
reflected in a phase shift between the predicted and actual curves. Additionally, in certain 
low-power regions, the predicted values are slightly overestimated, which may be due to 
the complex influence of environmental factors such as wind speed and wind direction, 
leading to limitations in the model’s generalisation capability. Overall, SLEP accurately 
predicts the temporal characteristics of wind power and demonstrates stable forecasting 
performance across different turbines. This indicates that the model effectively integrates 
spatial information of wind turbines and environmental features, enhancing its ability to 
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capture power fluctuation trends and providing reliable data support for wind power 
forecasting and grid dispatching. 

Figure 3 Wind power forecasting visualisation of the SLEP model (see online version  
for colours) 

 

To further evaluate the capability of the SLEP model in wind power scenario generation, 
we generated 50 wind power output scenarios based on the forecasting results. A subset 
of scenarios for seven wind turbines over a three-day period (72 time steps) is illustrated 
in Figure 4. In the figure, the red curve represents the model’s predicted values, the green 
curve denotes the actual wind power, and the multiple semi-transparent background 
curves represent various possible wind power scenarios generated by the model. 

Figure 4 Wind power scenario generation visualisation of the SLEP model (see online version 
for colours) 

 

From the figure, it can be observed that the scenario set generated by SLEP effectively 
covers the variation range of actual wind power while exhibiting a reasonable distribution 
pattern that reflects the possible fluctuations of wind power at different time steps. This 
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demonstrates that SLEP not only provides a single predicted value but also captures the 
uncertainty of wind power, offering more diverse and informative forecasting results for 
grid dispatching. In periods where wind power fluctuations are relatively stable, the 
predicted curves closely align with the actual curves, and the generated scenario set 
exhibits low dispersion, indicating that the model performs accurately under steady wind 
conditions. In contrast, during periods of significant wind power fluctuations, the 
scenario set displays greater divergence, encompassing various possible wind power 
outputs. This highlights the model’s capability to reasonably model the uncertainty of 
power generation. 

Finally, to validate the spatial consistency of the wind power scenarios generated by 
SLEP, we conducted a Spearman spatial correlation analysis on 50 generated wind power 
scenarios across seven wind turbines. The results are illustrated in Figure 5. The boxplot 
presents the distribution of CCs across different turbine pairs, with red circles 
representing the mean values and black diamond points indicating outliers. 

Figure 5 Spearman spatial CCs of the SLEP model (see online version for colours) 

 

From the analysis results, it can be observed that the correlation between different wind 
turbines varies significantly. Some turbine pairs exhibit high Spearman CCs, indicating 
strong spatial consistency in power fluctuations, which may be influenced by similar 
wind resources or geographic proximity. Conversely, turbine pairs with lower CCs 
suggest distinct wind power output patterns, possibly due to differences in wind direction, 
wind speed, or local terrain effects. Additionally, for certain turbine pairs, the distribution 
of CCs appears more dispersed, implying that the range of fluctuations across different 
generated scenarios is relatively large. This reflects the model’s ability to effectively 
capture the uncertainty in wind power generation. Moreover, the presence of outliers 
suggests that specific scenarios may be influenced by unique wind conditions or random 
noise, further confirming that the SLEP-generated scenario set exhibits strong diversity. 
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4.3.3 Comparative experiments 
To evaluate the forecasting performance of different methods, we compared the proposed 
method with three existing LSTM-based wind power forecasting approaches:  
MTTFA-LSTM (Liu et al., 2024b), SWLSTM (Wang et al., 2024a), and wavelet-LSTM 
(Liu and Zhou, 2024). The results are shown in Figure 6. 

Figure 6 Performance comparison between the proposed SLEP model and existing methods  
(see online version for colours) 

 

From the results, it can be observed that the prediction curves of SLEP for the seven wind 
turbines are closer to the actual values, with an overall trend that aligns well with actual 
wind power variations. In contrast, wavelet-LSTM exhibits significant deviations at 
certain time points, particularly in regions of abrupt wind power changes, where its 
predictions show noticeable lag. This is because wavelet-LSTM primarily relies on 
wavelet decomposition for data denoising but struggles to adapt to rapid fluctuations in 
complex time series, leading to higher prediction errors during short-term power surges. 
SWLSTM produces relatively smooth prediction curves for most time periods; however, 
its prediction accuracy decreases during periods of severe wind power fluctuations, 
indicating limitations in capturing the nonlinear dynamic characteristics of wind power. 
Additionally, MTTFA-LSTM, which integrates multi-task learning and attention 
mechanisms, achieves higher prediction accuracy for some turbines but still struggles 
with delayed responses to power surges across multiple turbines. This suggests that its 
generalisation capability remains limited under complex wind conditions. In comparison, 
SLEP integrates the structural attention LSTM (SA-LSTM) and the ERM, significantly 
enhancing the spatiotemporal modelling capability of wind power forecasting. SA-LSTM 
constructs the topological relationships among wind turbines, improving the model’s 
ability to capture spatial distribution characteristics within a wind farm, thereby allowing 
predictions to more accurately reflect interactions between turbines. ERM utilises 
environmental features for correction, reducing prediction biases caused by 
meteorological variations such as wind speed and wind direction, thereby improving the 
stability and adaptability of the predictions. Compared to other methods, SLEP not only 
maintains responsiveness to short-term power surges but also improves overall trend 
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matching, resulting in more stable predictions that align with the spatiotemporal 
evolution patterns of actual wind power. 

To further evaluate the generalisation capability of the proposed method, we tested its 
effectiveness on another photovoltaic power generation dataset and conducted a 
comparative analysis with other approaches. The comparison results are shown in  
Figure 7. This dataset was collected from a photovoltaic power plant located in 
northwestern China. Similar to the previous setup, we selected seven generation units 
from the plant and compared the proposed model against several existing methods. 

Figure 7 Performance comparison between the proposed SLEP model and existing methods on 
another photovoltaic power generation dataset (see online version for colours) 

 

As shown in the figure, SLEP demonstrates higher prediction accuracy across most 
generation units, with its forecasting curves more closely fitting the actual values. It more 
accurately captures the trends and fluctuations in power output. In regions with sudden 
changes or intense variability, SLEP exhibits better responsiveness compared to  
wavelet-LSTM, highlighting its stronger capability in modelling dynamic features. This 
indicates that the proposed model is not only effective for wind power forecasting but 
also shows good generalisation performance in other renewable energy scenarios such as 
photovoltaic power generation. 

5 Conclusions 

To address the issues of low accuracy in mid- to long-term wind power forecasting, 
insufficient scenario generation capability, and weak environmental adaptability, this 
paper proposes a wind power scenario generation model based on structural attention 
LSTM (SA-LSTM) and an ERM, referred to as SLEP. By integrating the spatial 
topological relationships of wind turbines, temporal features, and environmental factors, 
the model improves both the accuracy and diversity of wind power predictions, providing 
more reliable data support for grid dispatching and renewable energy integration. 
Experimental results demonstrate that SLEP outperforms existing methods in terms of 
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prediction accuracy, trend alignment, and scenario generation capability. SA-LSTM, by 
incorporating GCNs with LSTM, enhances the model’s ability to capture spatial 
correlations among wind turbines, ensuring that predictions more accurately reflect 
interactions between different turbines. ERM employs a cross-attention mechanism to 
integrate key environmental variables such as wind speed, wind direction, and 
temperature while introducing an orthogonal loss function to regulate the relationship 
between environmental and power features. This effectively reduces the impact of 
environmental variations on prediction accuracy, improving the realism and diversity of 
generated scenarios. Moreover, in comparative experiments, SLEP achieved lower 
prediction errors, higher CCs across multiple wind turbines, and stronger responsiveness 
to sudden power fluctuations, demonstrating superior generalisation performance and 
environmental adaptability. 

Despite the promising results of SLEP in wind power scenario generation, certain 
limitations remain that warrant further investigation. First, the model exhibits noticeable 
prediction lag during periods of rapid and extreme wind power fluctuations. This is 
primarily due to the inherent limitations of recurrent neural networks like LSTM in 
capturing highly nonlinear and abrupt temporal patterns, especially under rare or extreme 
weather events. Although the structural attention mechanism improves temporal 
awareness, the model’s ability to anticipate sudden changes remains constrained by the 
availability and granularity of training data. Second, while the ERM improves adaptation 
to meteorological variations, it currently depends on a limited set of environmental 
variables and assumes a relatively stable correlation between those variables and power 
output. This could reduce robustness in scenarios involving complex meteorological 
interactions or sensor noise. A more comprehensive environmental modelling approach, 
potentially integrating physical models, real-time adaptive mechanisms, or additional 
meteorological inputs (e.g., turbulence intensity, wind shear), may help address these 
challenges. Third, the reliance on GANs for scenario generation, although effective, 
comes with known drawbacks such as training instability, mode collapse, and difficulty 
in capturing long-term temporal dependencies. This could limit the diversity and realism 
of the generated scenarios in certain contexts. Exploring alternative generative 
frameworks, such as variational autoencoders (VAEs), normalising flows, or  
diffusion-based models, may offer more stable and controllable generation processes. 
Lastly, the current evaluation is limited to a single wind farm dataset, which may restrict 
the generalisability of the proposed model to other geographic regions or turbine 
configurations. Future work should consider training and validating SLEP across multiple 
wind farms with varying spatial and environmental characteristics to assess its scalability 
and robustness in broader deployment scenarios. 
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