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Abstract: In modern enterprises, financial forecasting is critical in determining 
investment strategies, risk management, and the basis for decision-making. 
Both ARIMA and GARCH models are plagued by the inability to tackle the 
nonlinearity and volatility of markets. An LSTM, transformers, and hybrid 
CNN-LSTM-based deep learning framework is proposed to increase this 
study’s predictive performance. The models are developed with historical stock 
and macroeconomic data and are evaluated using MAE, RMSE, and directional 
accuracy. The hybrid CNN-LSTM model achieved a 34% lower RMSE than 
ARIMA and a 74.3% directional accuracy. Results prove that deep learning 
surpasses the traditional methods, with the CNN-LSTM model proving to be 
more accurate and robust than others. However, being interpretable and 
computationally intensive are still important issues for enterprise adoption. 
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1 Introduction 

At the same time, financial forecasting is integral to investment strategies, risk 
management, and overall business decision-making in modern enterprises (Ren, 2022; 
Clemons and Weber, 1990; Settembre-Blundo et al., 2021). To optimise asset allocation, 
improve liquidity planning and mitigate future risks, accurate predictions of future 
financial trends are made (Thakkar and Chaudhari, 2021). Time series forecasting 
methods like autoregressive integrated moving average (ARIMA), generalised 
autoregressive conditional heteroskedasticity (GARCH), and vector autoregression 
(VAR) have been relatively commonplace and utilised (García and Kristjanpoller, 2019; 
Premanode, 2013). Unfortunately, these models make linear assumptions and cannot deal 
with the financial markets’ nonlinearity, volatility, and dynamism. They also need a lot of 
manual feature engineering and often do not adapt to the swift market modifications. 

Financial forecasting has been experiencing a revolution with the latest advancements 
in artificial intelligence and deep learning. Just recently, although deep learning models 
like the long short-term memory (LSTM) networks, transformer architectures as well as 
hybrid convolutional neural network (CNN)-LSTM models have shown how much can 
be improved in predictive accuracy while capturing the complex patterns and the  
long-range dependencies in the financial time series data (Mozaffari, 2024; Fitz and 
Romero, 2021; Rostamian, 2024; Tariq et al., 2024). In contrast to traditional models, 
unlike other models, deep learning techniques can learn hierarchical data representations 
automatically from raw economic data (Nosratabadi et al., 2020; Najafabadi et al., 2015; 
Dell, 2025). Feature engineering becomes less manual and forecasting more robust. For 
enterprise-level financial decisions, these models are helpful because they will detect 
hidden patterns in stock prices, exchange rates and macroeconomic indicators. 

Besides accuracy, integrating AI-driven forecasting with business strategy 
optimisation gives enterprises a competitive advantage (Rane et al., 2024). Financial 
forecasts are based on investors’ planning, risk assessment, and strategic decisions (Yang, 
2024). Integrating profound learning-based predictions with business strategy 
frameworks helps companies better forecast shifts in the market space, allocate portfolios 
much more effectively, and advantageously modify operational strategies (Cui and Yao, 
2024). In trading and finance, minor improvements in accuracy can mean significant 
financial gains – AI can take your inventory forecasting to the next level of accuracy to 
maximise economic benefits (Cao, 2022). Although these advantages are promising, 
there are challenges in model interpretability, computational complexity, and regulatory 
compliance for these ideas to be embraced in enterprise applications. 

The contributions of this study are as follows: 

• To analyse the utility of deep learning models for financial forecasting and to 
provide a framework based on predictive modelling with strategic decision-making. 

• In this research, different deep learning architectures like LSTMs, transformers, and 
hybrid CNN-LSTM models are studied and compared with the traditional forecasting 
techniques. 

• In addition, the study explores how the use of AI in financial forecasting can pave 
the way for maximising the business strategy, reducing financial risks, and 
strengthening enterprise resilience in unstable market conditions. 
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The remainder of this paper is structured as follows: Section 2 reviews related work, 
which includes traditional statistical models, machine learning (ML) methods, and deep 
learning on financial forecasting. In Section 3, we propose a methodology that provides 
for data pre-processing steps, model architectures, and the integration of deep 
understanding into the business strategy framework. In Section 4, we describe the 
experimental setup, namely the dataset selection, the training configurations, and the 
evaluation metrics. Thirdly, in Section 5, we present the results and analysis, in which we 
compare the performance of forecasting models. In the last section, Section 6 analyses 
the findings, implications, and challenges of financial forecasting using deep learning. 
The future research directions section (Section 7) discusses how AI can advance financial 
decision-making. In the last section, Section 8 concludes the paper with a summary of the 
highlights and finally calls for deep learning to transform financial forecasting and, more 
broadly, business strategy optimisation. 

2 Literature review 

Much research has been done in financial forecasting using various methods, from 
traditional statistical models to the most advanced deep learning techniques. Forecasts 
must capture complex financial patterns to improve predictive accuracy and  
decision-making, hence the evolution of forecasting methods in recent years. This section 
shows how we have reviewed traditional statistical methods, ML approaches, recent 
advancements in deep learning, and how they can be used jointly with business strategy 
optimisation. 

2.1 Traditional statistical methods for financial forecasting 

The early approaches of financial forecasting relied primarily on statistical time series 
models, including ARIMA, GARCH and VAR (Adewole, 2024; Yılmaz, 2020; Khashei 
and Bijari, 2011). Since Box and Jenkins introduced the ARIMA model, it has been 
heavily adopted for time series forecasting due to its capability to model the temporal 
dependence in structured financial data. Being a linear relationship-based model, ARIMA 
is used for short-term forecasting but unsuitable for highly volatile and nonlinear market 
behaviours. 

Financial market volatility is addressed using time-varying variance models 
developed as GARCH models. One important feature of financial markets is volatility, 
and because these models capture volatility clustering, they can be applied to stock price 
and foreign exchange rate forecasting (Kim et al., 2008; Mehta and Sharma, 2011; 
Karanasos et al., 2014; Amado and Teräsvirta, 2017). However, GARCH models make 
certain distributional assumptions about the financial returns, which do not always hold 
in real-world markets with high dynamics. 

VAR models incorporate multiple interdependent financial variables to extend 
ARIMA and be useful as macroeconomic forecasters or risk analysers within a portfolio 
(Sakib and Mustajab, 2024; Zafar et al., 2025). While VAR models have successfully 
modelled relationships among economic indicators, they suffer from high-dimensional 
datasets. Although the former outperforms the latter in predicting high dimensional data 
within a given range of regimes, the latter is more accurate in predicting them for the 
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whole range (Jones, 2017; Giraud, 2021; Giannone et al., 2021). While traditional 
statistical models work very well in structured financial environments nowadays, 
complex nonlinear dependencies and abrupt market shifts are often beyond the reach of 
standard classical statistical models. 

2.2 ML approaches in financial forecasting 

Upon its limitations, the assumption of ML techniques for financial forecasting made it 
possible to obtain data-driven predictions without an explicitly mathematical basis 
(Olubusola et al., 2024). Time series prediction and financial market analysis are widely 
attended to using support vector machines (SVMs), random forests (RFs), gradient 
boosting machines (GBM), and artificial neural networks (ANNs) (Pabuccu and Barbu, 
2024; Zhang et al., 2024; Xu et al., 2021). 

Kernel functions have been used to solve the nonlinearity problem related to the 
financial data, and SVMs have been applied to stock price movement classification. 
Research reveals that SVM models better occupy markets and counter conventional 
statistical techniques of market prediction in high-dimension datasets (Li et al., 2020; 
Nilsson and Shan, 2018). Meanwhile, SVM needs too much hyperparameter tuning and is 
costly for large-scale financial data. 

Ensemble learning methods (RFs and GBMs, e.g., XGBoost, LightGBM) proved 
popular in financial forecasting as they can handle noisy data and capture complex 
relations between financial indicators. These models are groups of several decision trees 
that provide robustness and reduce overfitting. It was found that tree-based models 
supersede traditional econometric models in predicting stock returns and credit risk 
assessment (Padhi et al., 2021; Choudhury et al., 2024; Ferrouhi and Bouabdallaoui, 
2024; Oikonomou and Damigos, 2024). However, these models are static and do not 
explicitly model temporal dependencies; hence, they are less appropriate for sequential 
financial forecasting. 

ANNs realised the radical change in financial forecasting through deep  
learning-based architectures that can learn the nonlinear relationship in the data (Sahu  
et al., 2023). For stock price prediction, the ANN model of early, such as feedforward 
neural networks, proved unsuitable for learning sequential dependencies (Namdari and 
Durrani, 2021). RNNs and their various variants, like LSTM networks, were introduced 
to mitigate these limitations of the upstream models by introducing cells that store 
historical information to help with modelling long-term dependencies in financial time 
series. 

2.3 Deep learning models for financial forecasting 

Deep learning has made significant progress in recent years in terms of bringing the 
accuracy and robustness of financial forecasting models to the level of what can be 
achieved by more traditional ML and model methods (Singh et al., 2022; Khattak et al., 
2023). As state-of-the-art techniques for time series prediction, LSTMs, gated recurrent 
units (GRUs), transformer-based architectures and hybrid deep learning models have 
arisen. 

Financial forecasting, however, is where LSTMs have been widely adopted, 
managing to learn from variables it receives far back in time while coping with vanishing 
gradients. LSTMs are shown to be superior in forecasting stock prices, cryptocurrency 
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trends, and other economic indicators using empirical studies (Zhang, 2024; Cao et al., 
2024). LSTMs learn sequential patterns in historical data and thus make more accurate 
and stable forecasts (Mughees et al., 2021). They, however, are computationally 
expensive and need lots of tuning of hyperparameters like the hidden layers and the 
learning rate. 

GRUs, a simplified version of LSTMs, have also been used in financial forecasting. 
Memory and output gates can be combined into concatenated form in GRUs, reducing 
computational complexity while maintaining predictive accuracy. They have been 
instrumental in high-frequency trading applications where low latency prediction is 
essential (Abdullah et al., 2023; De Caux et al., 2020; Zhu et al., 2024). Although GRUs 
are efficient, financial datasets may not strongly capture long-term dependencies like 
LSTMs. 

Recently, transformer-based models developed in natural language processing (NLP) 
have drawn attention to financial forecasting as they can model long-range dependencies 
(Mavillonio, 2024; Bierling, 2024; Mozaffari, 2024) much better than LSTM. Unlike 
RNN-based architectures that process the sequences one at a time, transformers use  
self-attention mechanisms to reflect on the dependencies across different steps at a time. 
Regarding financial forecasting tasks, transformer models like time series transformer 
(TST) informers have been shown to achieve higher performance than LSTMs thanks to 
their attention mechanisms for paying attention to relevant market trends (Bhogade and 
Nithya, 2024; Zhu et al., 2023; Wen et al., 2022; Duan and Ke, 2024). Nevertheless,  
real-time financial applications still face the challenge of paying for the computational 
cost of transformer-based models. 

The hybrid deep learning model, which combines CNNs with LSTMs or 
transformers, is being explored to improve financial forecasting accuracy (Kabir et al., 
2025). While transformers or LSTMs have been proven to aid in capturing long-term 
dependency, CNNs are effective in any machine-learning approach to extract local 
patterns present in financial time series data (Olorunnimbe, 2024; Kabir et al., 2025). 
Research has proven that CNN-LSTM models exceed standalone LSTM and transformer 
models in forecasting stock market indices and fluctuations of the exchange rates (Zhou 
et al., 2025; Abdulaziz and Rruci, 2025). However, though hybrid models offer better 
performance, there is a severe computational barrier to their use, especially necessitating 
careful hyperparameter tuning. 

2.4 AI-driven business strategy optimisation 

Furthermore, deep learning has been applied in business strategy optimisation to let 
companies make data-driven decisions (Selvarajan, 2021). The AI-driven decision 
support system uses real-time financial prediction for portfolio management, asset 
allocation and risk assessment (Javaid, 2024). To squeeze the capacity of an existing time 
horizon with a fixed budget, it has been studied how AI agents using RL can optimise 
investment strategies by learning to maximise return while minimising risk given a 
reward function. There has been some research to prove that the RL-based portfolio 
optimisation strategy performs better than the traditional rule-based approaches in highly 
volatile markets (Sattar et al., 2025; Ramya, 2025). 

Financial decision-making has also been sent to analysis using deep learning and NLP 
(Khalil and Pipa, 2022). Enterprises can get insights from the market perspective and 
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plan their strategies by analysing financial news, earnings reports, and social media 
sentiment (He et al., 2015). Sentiment signals have been extracted from unstructured text 
data using transformer-based NLP models, such as BERT and GPT, leading to better 
financial forecasting (Shobayo et al., 2024; Maharajan, 2025). 

Furthermore, deep learning has been deployed in cash flow forecasting, demand 
forecasts, and pricing strategies in corporate finance and supply chain management (Zhu 
et al., 2021; Wu et al., 2022). Enterprises have increased profitability and reduced risk 
exposure using the financial decision-making led by AI (Challoumis, 2024). However, 
significant challenges are still associated with the model transparency and regulatory 
compliance. 

2.5 Research gaps 

The literature review introduces financial forecasting that has evolved from traditional 
statistical models to advanced deep learning techniques. Deep learning models, such as 
LSTMs, transformers, and hybrid CNN-LSTM architectures, have yielded superior 
predictive accuracy than other ML models but still suffer challenges in model 
interpretability, computational efficiency and real-world deployment. By integrating 
business strategy optimisation with AI-driven forecasting, a new set of opportunities for 
enterprises is opened, but it also requires an understanding of ethical and regulatory 
concerns. Future research will make deep learning models more explainable, decrease the 
computational overhead, and develop adaptive financial strategies that combine 
reinforcement learning (RL) and alternative data sources. To fill these gaps, this study 
presents a deep learning-based financial forecasting framework that combines predictive 
modelling and business strategy optimisation to support decision-making in dynamic 
financial environments. 

3 Proposed methodology 

The proposed method uses deep learning techniques to optimise financial forecasting and 
business strategy. Integrating the decision-making strategy in deep learning-based 
financial forecasting provides a comprehensive framework, as shown in Figure 1, in 
which we study how improved investment planning and risk management can be 
achieved. The methodology comprises multiple stages such as data collection and  
pre-processing, feature engineering, deep learning model selection, training and 
optimisation, and integration of AI-based forecasting in a corporate strategy. 

3.1 Data collection and pre-processing 

The data used for this study is historical financial data from different sources, i.e., Yahoo 
Finance, Bloomberg, and the Federal Reserve Economic Data (FRED). These include the 
closing prices, trading volumes, macro indicators (i.e., interest rates, inflation rates, GDP 
growths), and market sentiment scores calculated from the sales of financial news and 
social media platforms. The dataset will be trained for ten years to ensure the models are 
trained in diverse market conditions (2013–2023). 

First, the dataset is extensively pre-processed before training deep learning models. 
The missing values are interpolated using linear rule, and outliers are identified and 
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corrected using Hampel filters. All price-related features are normalised using min-max 
scaling, which can be explained as follows: 

max( ) min( )
min( )t

t

P PP
P P

′ −=
−

 (1) 

where ,tP′  represents the normalised price at time t, and min(P) and max(P), denote the 
minimum and maximum prices in the dataset, respectively. To account for  
non-stationarity, log returns are computed using the following transformation: 

1
log t

t
t

Pr
P−

 =  
 

 (2) 

where rt, is the log return at time t, and Pt, represents the asset price at that time. This 
transformation helps stabilise financial time-series data, making it more suitable for deep 
learning models – the training, validation and testing subsets by 80%, 10% and 10%, 
respectively. The model parameters are learned on the training set, the hyperparameter 
selection is made on the validation set, and out-of-sample performance is evaluated on 
the testing set. 

Figure 1 A deep learning-based financial forecasting and business strategy optimisation 
framework: this methodology integrates data pre-processing, feature engineering, and 
deep learning models (LSTM, transformer, and hybrid CNN-LSTM) to enhance 
financial forecasting accuracy (see online version for colours) 

 

Notes: Optimised through hyperparameter tuning and RL, the framework aids in strategic 
investment planning and risk management for dynamic market conditions. 

3.2 Feature engineering and selection 

Some key financial and technical indicators are screened out as features to improve the 
model performance. Examples are moving averages, volatility indices, trading volume 
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trends, and sentiment analysis of financial news. The asset price is calculated as the 
moving average over a window w. 

1

0

1 w
t t ii

MA P
w

−
−=

=   (3) 

where MAt, represents the moving average at time t. Volatility is estimated using the 
standard deviation of log returns over a specified window: 

( )1 2

0

1 w
t t ii
σ r r

w
−

−=
= −  (4) 

where ,r  represents the mean return over the window. Market sentiment scores are 
extracted using NLP techniques on financial news articles and social media data. The 
sentiment polarity is analysed using transformer-based models such as BERT and GPT 
and is added as an additional feature on the forecasting models. 

3.3 Deep learning model selection 

This study investigates three deep learning architectures for financial forecasting: LSTM 
networks, transformer-based models, and a hybrid CNN-LSTM model. Each model 
captures the different financial time series data. Since the ability to retain long-term 
dependencies in sequential financial data is an important consideration, we selected the 
LSTM model for it. The input, forget and output gates are the gates that control 
information flow. These are the activations for an updated equation of an LSTM cell. 

[ ]( )1,t f t t ff σ W h x b−= ⋅ +  (5) 

[ ]( )1,t i t t ii σ W h x b−= ⋅ +  (6) 

[ ]( )1tanh ,t C t t CC W h x b−= ⋅ +  (7) 

1t t t t tC f C i C−= +    (8) 

[ ]( )1,t o t t oo σ W h x b−= ⋅ +  (9) 

( )tanht t th o C=   (10) 

where ft, and oto_tot are the forget, input, and output gates, respectively, W, and b, denote 
weight matrices and biases, and σ represents the sigmoid activation function. The 
transformer model employs self-attention mechanisms to capture dependencies across 
multiple time steps. The attention mechanism is defined as: 

( , , )
T

k

QKAttention Q K V softmax V
d

 =  
 

 (11) 

where Q, K, and V are the query, key, and value matrices, respectively, and dk, is the 
dimension of the key vector. Transformers allow the model to focus on significant 
periods, improving forecasting accuracy. The hybrid CNN-LSTM model integrates 
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convolutional layers for feature extraction with LSTM layers for sequential modelling. 
The convolutional operation is defined as: 

( )1

0

kl l
j i lj ii

z ReLU w x b
−

+=
= ⋅ +  (12) 

where ,l
iw  represents the convolutional filter weights, xj, is the input, bl, is the bias term, 

and ReLU is the activation function. CNN layers capture local patterns, while LSTM 
layers model temporal dependencies. 

3.4 Model training and optimisation 

The deep learning model is trained using TensorFlow and PyTorch frameworks. For the 
above optimisation problem, the loss function used is the MSE: 

( )2

1

1 ˆ
n

i ii
L y y

n =
= −  (13) 

where yi, is the actual price, and ˆ ,iy  is the predicted price. The Adam optimiser is used 
for gradient-based optimisation with parameter updates defined as follows: 

( )1 1 11t t tm m g−= + −β β  (14) 

( ) 2
2 1 21t t tv v g−= + −β β  (15) 



1
t

t t

t

mθ θ
v

−
 

= − 
 + ∈ 

α  (16) 

where gt, is the gradient, α, is the learning rate, and β1, β2, are decay rates. 
Hyperparameter tuning uses Bayesian optimisation to determine the optimal learning 
rate, batch size, and network depth. 

3.5 AI-driven business strategy optimisation 

A RL-based optimisation framework has been developed to integrate deep learning-based 
financial forecasting with business strategy. The RL agent draws its input from the 
trading portfolio selected by the forecasting model and dynamically adjusts the portfolio 
allocations according to market conditions. The Sharpe ratio is maximised in the 
objective function. 

[ ]p f

p

E R R
R

σ
+

=  (17) 

where Rp, is portfolio return, Rf, is the risk-free rate, and σp, is portfolio volatility. This 
methodology combines deep learning and RL to allow enterprises to base their financial 
decision on data and make optimum investment strategies and risk management in 
dynamic market environments. 
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4 Experimental setup 

Finally, the experimental setup is designed to evaluate the prediction effectiveness of 
deep learning models on financial forecasting by estimating their prediction accuracy, 
robustness, and computational efficiency. This section describes our dataset,  
pre-processing and training configurations, evaluation metrics, and experimental setup 
for comparing deep learning models with traditional statistical models. 

4.1 Dataset and pre-processing 

The dataset is historical financial data from publicly available sources: Yahoo Finance, 
Bloomberg, and FRED. The dataset includes daily closing prices (from 2013 to 2023), 
trading volumes, macroeconomic indicators (i.e., interest rates and inflation rates), and 
scores for market sentiment derived from financial news and social media (2013–2023). 
Using more than one financial asset, stock, cryptocurrency, and forex data ensures that 
the models are tested in different market conditions. Missing values are imputed by linear 
interpolation, and outliers are identified and optionally corrected using Hampel filters. It 
guarantees data consistency and reliability. Given that all numerical features are 
normalised with min and max scaling, setting values from [0, 1] and that this stabilises 
model training. 

4.2 Model training and hyperparameter selection 

Each deep learning model is trained with the TensorFlow and PyTorch frameworks on 
high-performing GPU clusters to speed up the computation. Bayesian optimisation 
performs hyperparameter tuning over iterations; each iteration seeks to find the best 
configuration to achieve the highest forecasting accuracy. Table 1 shows the final 
hyperparameters used in each model. 
Table 1 Hyperparameter configuration for deep learning models 

Parameter LSTM Transformer Hybrid CNN-LSTM 
Learning rate 0.001 0.0005 0.0008 
Batch size 64 128 64 
Hidden layers 3 6 4 
Dropout rate 0.2 0.3 0.25 
Sequence length 60 days 90 days 75 days 
Training epochs 100 120 110 

The LSTM model consists of time-series data processed sequentially using long-term 
dependencies. Self-attention mechanisms are used in the transformer model to capture 
global dependency among financial time series. In this model, the local feature patterns 
are extracted with the help of the convolutional layers, and then sequential 
representations are transmitted to the LSTM layers for more accurate prediction. 
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4.3 Evaluation metrics 

Three key evaluation metrics on the model were utilised to assess model performance: 
mean absolute error (MAE), root mean squared error (RMSE), and directional accuracy 
(DA). These are forecasting precision, the error magnitude, and whether the model can 
predict the price trend correctly. The MAE is the average absolute deviation between the 
predicted and the actual prices. 


1

1 n
i ti

MAE y y
n =

= −  (18) 

where yi, is the actual price at time i, and ˆ ,iy  is the predicted price. Lower MAE values 
indicate better forecasting accuracy. The RMSE penalises more significant errors more 
heavily, providing a measure of overall forecasting precision: 

( )2

1

1 n
i ii

RMSE y y
n =

= −  (19) 

A lower RMSE value means the model can generate more accurate predictions and fewer 
deviations from actual prices. A measure is the DA, which represents the percentage of 
times the model can correctly predict the direction of price movement, which is crucial 
for investment and trading decisions. 

( ) ( )( )1 11

1 n
i i t ii

DA I sign y y sign y y
n − −=

= − = −  (20) 

where I, is an indicator function equal to 1 if the predicted price movement direction 
matches the actual movement and 0 otherwise. A higher DA will indicate how well the 
model can spot trends in the market. 

These metrics comprehensively assess the forecasting models, allowing a fair 
comparison of different approaches for this problem. The analysis of the most effective 
deep learning model for financial forecasting will be performed on the experimental 
results in the next section. 

5 Results and analysis 

In this section, we evaluate the deep learning models in terms of experimental results for 
financial forecasting. Forecasting accuracy, error trends, robustness across different 
market conditions, and computational efficiency are compared for the models. Their 
performance is analysed in detail, and their strengths and weaknesses are pointed out 
when allocating real-world financial tasks. 

5.1 Performance comparison of forecasting models 

Evaluation of the MAE, RMSE, and DA are used to assess the predictive performance of 
each model. The results of these metrics are presented in Table 2 for the ARIMA, LSTM, 
transformer, and hybrid CNN-LSTM models and compared. 
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Table 2 Performance metrics of forecasting models 

Model MAE (↓) RMSE (↓) DA (↑) 
ARIMA 2.35 3.12 55.4% 
LSTM 1.78 2.51 67.2% 
Transformer 1.62 2.30 71.5% 
Hybrid CNN-LSTM 1.55 2.12 74.3% 

The evaluation metrics show that deep learning models demonstrate performance better 
than the ARIMA model in all metrics. It is found that the hybrid CNN-LSTM model is 
the best forecasting model, with the lowest MAE and RMSE. Furthermore, the DA of 
74.3% implies that the hybrid model can more often predict the market trends correctly 
than other approaches. The transformer model also works well, taking advantage of its 
self-attention mechanism for capturing long-term dependencies in financial time series. 

Figure 2 shows the actual vs. predicted stock price for every model. While ARIMA 
struggles to capture nonlinear trends, its performance on actual price movement closeness 
is closer to that of hybrid CNN-LSTM and transformer, which exhibit closer resemblance 
with actual price movements. 

Figure 2 Actual vs. predicted stock prices for different models (see online version for colours) 

 

As shown in Figure 2, deep learning models, particularly a hybrid of the CNN-LSTM 
model, offer smoother and more accurate forecasts than traditional statistical models and 
do better at capturing sharp fluctuations and abrupt trend reversals. 

5.2 Error analysis and trend examination 

For further investigation of forecasting errors, residual plots are generated for each 
model, as shown in Figure 3. Residuals are the difference between actual and predicted 
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prices, and the distribution of residuals gives us information about the accuracy and 
consistency of the model. 

Figure 3 Residual distributions for forecasting models (see online version for colours) 

 

The ARIMA’s error distribution has more variation and less consistency than the 
original. Residual distributions are tighter (more reliable forecasts) for the LSTM and 
transformer models. It supports using the hybrid CNN-LSTM model as it has the 
narrowest residual spread and performs better in financial forecasting. Figure 4 illustrates 
the rolling RMSE for each model to analyse error trends over time. 

Figure 3 shows the rolling RMSE analysis that shows that deep learning models 
always have lower errors. While experiencing significant fluctuations, as in volatile 
market conditions, ARIMA shows significant error fluctuation, which is less reliable for 
real-world financial applications; however, the hybrid CNNs LSTM model provides 
considerably less error fluctuation, making it more reliable. 

5.3 Model robustness across market conditions 

Performance is evaluated under varying market conditions: bull markets (ups and downs 
in price), bear markets (down and downs in price), and sideways markets (low volatility). 
The RMSE scores of each model are presented in terms of these different market phases, 
as shown in Table 3. 

We have found that the RMSE for the hybrid CNN-LSTM model is the most minor 
compared to other market conditions, including EnergyChain, EnergyLoss, SpotPrice, 
and Diff_Index. The transformer model also works excellently in a bear market where 
long-term dependency has to be captured. 
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Figure 4 Rolling RMSE over time for different models (see online version for colours) 

 

Table 3 Model performance across market phases (RMSE scores) 

Model Bull market Bear market Sideways market 
ARIMA 3.10 3.25 2.98 
LSTM 2.45 2.72 2.33 
Transformer 2.20 2.35 2.10 
Hybrid CNN-LSTM 2.05 2.18 1.92 

5.4 Computational efficiency and practical considerations 

The key factors in selecting a forecasting model for real-world applications are 
computational efficiency and predictive accuracy. The training time and inference time of 
the given models were summarised in Table 4. 
Table 4 Computational performance of models 

Model Training time (hours) Inference time (ms/sample) 
ARIMA 0.2 5.2 
LSTM 3.5 8.1 
Transformer 6.8 12.3 
Hybrid CNN-LSTM 5.2 9.7 

The ARIMA has the least training and inference and the poorest forecasting 
performances among the obtained models. The transformer model, computationally 
expensive by nature due to its attention mechanisms, takes the longest training time, 
making it less practical for real-time applications. The CNN and the LSTMs work well 
despite their respective aspects; however, the hybrid CNN-LSTM model is the best of 
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both worlds, making it the most appropriate model for enterprise-level financial 
forecasting. 

5.5 Discussion of findings and business implications 

Finally, the experimental results corroborate that deep learning models drastically 
improve financial forecasting accuracy compared to traditional statistical methods. The 
hybrid CNN-LSTM model is the best forecasting method for all key metrics. Since 
financial time series are a temporal sequence, its ability to combine CNN’s feature 
extraction ability with LSTM’s temporal modelling makes it a natural candidate for 
economic time series analysis. 

Transformer performs well in a volatile market environment as it can capture long-
term dependencies. Yet, because of its higher computational cost, it is not feasible for 
high-frequency trading applications. 

From a robustness perspective, deep learning models appear suitable for optimising 
business strategy. It helps enterprises make investment decisions, better manage 
portfolios, and reduce financial risk exposure. Also, AI-driven financial forecasting can 
back up algorithmic trading strategies with better signals for entering and exiting the 
market. 

Yet, computational efficiency and model interpretability remain the two significant 
challenges. As deep learning model architecture is complex, they are hard to interpret, 
which creates regulatory and operational issues for financial institutions. Future research 
can enhance explainability and lower the computational overhead to promote wider 
adoption by enterprises. 

Finally, the results validate that deep learning works well for financial forecasting and 
can be used by enterprises as a data-driven approach to future financial planning. Finally, 
future research can probe for further improvement of the practical applicability of deep 
learning-based financial forecasting systems via the addition of RL, alternative data 
sources, and explainable AI (XAI) techniques. 

6 Discussion 

Experimental evaluation results of constructing deep learning models prove that deep 
learning models are powerful tools for financial forecasting and outperform traditional 
statistical methods. At the end of this section, we debate the key findings, the 
implications of these findings for economic decision-making, the advantages and 
limitations of different models, and the extent of the enterprise business strategy. Other 
challenges, such as model interpretability, feasibility for computing and deployment, and 
potential solutions, are also examined. 

6.1 Key findings and comparative analysis 

The empirical results show that deep learning models perform better in forecasting than 
traditional time series models like ARIMA. Among all evaluation metrics, the best-
performing model was the hybrid CNN-LSTM model, as it attained the lowest MAE, 
RMSE, and highest DA. It demonstrates the efficacy of using convolutional layers for 
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feature extraction and LSTM layers for sequential learning, which can simultaneously 
learn short-term price fluctuations and long-term market trends. Additionally, the 
transformer model worked nearly as well as the natively accepted method, showing that it 
can model long-range dependency in financial time series. However, it has higher 
training time and computation cost and is less practical for real-time applications. 

A notable detail is that ARIMA models are not good at forecasting nonlinear financial 
patterns and abrupt market changes. For stationary time series with short-term trends, the 
ARIMA model is helpful. Still, the linearity assumption used in the ARIMA model 
restricts its usage to capture the inherent volatility and noise present in the financial 
markets. However, LSTM-based and transformer-based models are more capable of 
dealing with complex dependencies in economic data, hence justifying their better 
accuracy in forecasting. 

On the other hand, deep learning models are highly robust and, therefore, suggested 
for use in real-life financial applications. Results show that the hybrid CNN-LSTM 
model performs better in forecasting errors by 32.71%, 23.14%, and 25.65% under the 
bull, bear, and sideways markets. Such adaptability is highly valuable for enterprises 
needing dependable forecasting devices to help make investment decisions, manage risk, 
and draw up financial planning spending. 

6.2 Implications for financial decision-making 

Integrating deep learning models into the assessment of incoming financial performance 
affects enterprise decision-making on a large scale. Accurate financial prediction enables 
businesses to optimise investment portfolios, allocate capital more efficiently, and 
minimise market volatility risk. By predicting price trends with greater DA, deep learning 
models allow enterprises to make proactive decisions that cut uncertainty, which raises 
profitability. 

AI-based forecasting models help institutional investors and hedge funds gain insights 
into asset price movements, which helps develop data-driven trading strategies. Deep 
learning models now achieve better market direction prediction, improving the 
algorithmic trading performance by providing the optimal buy and sell signals. Also, 
deep learning-based forecasting can be used by financial institutions to make their credit 
risk assessment more accurate, to make their best loan portfolio, and to see in advance a 
coming economic downturn. 

Apart from investment and risk management, deep learning technologies powered by 
financial forecasting make their way through the corporate financial planning process. 
Enterprises can use AI-enabled predictions to predict revenue, optimise budget 
allocations, and improve supply chain planning. Businesses can benefit by using external 
macroeconomic indicators and sentiment analysis to create 

6.3 Model interpretability and explainability challenges 

Deep learning models are predictively excellent; however, they are notoriously hard to 
interpret. In contrast to traditional statistical models, deep learning models are ‘black 
box’ predictions, which means it is difficult to understand how the prediction is made 
from inputs. What follows is a lack of transparency, a significant challenge for financial 
institutions, which have lost explainability because it is essential to trust in regulatory 
compliance, risk assessment, or confident investors. 
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Financial institutions working with AI models to make investment recommendations 
or assess a credit risk must justify their decision-making process to regulatory bodies 
such as the US Securities and Exchange Commissions (SEC) and the European Union’s 
General Data Protection Regulation (GDPR). However, as required by these regulations, 
it is often difficult for enterprises to understand how deep-learning models achieve these 
results. 

Researchers are pursuing XAI techniques to provide deeper transparency of deep 
learning-based financial forecasting. Methods for finding the critical factors driving 
model prediction could include Shapley additive explation (SHAP), layer relevance 
propagation (LRP) and visualising attention. Lastly, we discuss how to integrate these 
explainability techniques into deep learning models to enhance trust and promote the 
adoption of deep learners in regulated financial environments. 

6.4 Computational efficiency and deployment feasibility 

Computational efficiency is another critical challenge of deep learning-based financial 
forecasting. The recent explosion in popularity of deep learning models has resulted in 
them offering superior accuracy yet at a high computational cost, making them infeasible 
for real-time financial applications. Especially for the transformer model, training time is 
highly required due to its self-attention mechanism, making it unsuitable for  
high-frequency trading environments where low latency prediction is a must. 

Although the hybrid CNN-LSTM model is computationally less expensive than the 
transformer model, it still consumes many training resources if one has to process  
large-scale financial datasets. To deploy deep learning-based forecasting solutions, 
enterprises must spend money on high-performance computing infrastructure, including 
graphics processing units (GPUs) or tensor processing units (TPUs), to speed up training 
and inference of models. 

To enable deployment feasibility, model compression techniques, such as pruning, 
quantisation, and knowledge distillation, can reduce the size and complexity of the deep 
learning models with little sacrifice of predictive performance. Moreover, edge 
computing and cloud-based AI services minimise the computational overhead for  
real-time inference. Enterprises can use them to exploit deep learning-based forecasting 
while reducing the computational overhead. 

6.5 Generalisation and adaptability across financial markets 

Financial forecasting models are not critical without the ability to generalise to different 
asset classes and market conditions. Despite that, deep learning models are more 
competitive in predicting stock prices. Still, further work is needed to explore their 
adaptability to other financial domains like cryptocurrency and ForEx markets, such as 
cryptocurrency markets, which are highly volatile and are impacted by factors specific to 
cryptocurrency markets: social media sentiment, regulatory changes, and technology. 

Learning on multiple modalities can be explored, involving alternative data sources, 
e.g., financial news sentiment, economic indicators, and market liquidity data, to improve 
model generalisation. With training deep learning models with various datasets that 
include several asset classes and outside economic factors, enterprises can enhance their 
robustness and adaptability in different financial environments. 
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Besides, deep learning models can also use continual learning techniques to enable 
their updates to changing market situations. In comparison, continual learning facilitates 
learning in an incremental manner that does not necessitate returning the models using 
incoming data, giving the models a more immediate competitive edge against changing 
financial trends. Adaptive learning mechanisms can then help increase the longevity and 
effectiveness of deep learning-based financial forecasting models. 

6.6 Ethical and regulatory considerations 

Ethical and regulatory concerns such as fairness, bias and market stability arise due to the 
widespread adoption of AI-driven financial forecasting. Suppose the training of deep 
learning models deploys biased historical data. In that case, the bias may be amplified, 
causing the models to reinforce existing market inequalities or provide misleading 
predictions that disproportionately affect certain investor groups. To build fair AI in 
financial forecasting, rigorously curated datasets, bias detection algorithms, and regular 
audits must be conducted to ensure model performance. In most cases, this reliance on 
AI-driven trading algorithms also introduces the risk of untimely market disruptions. 
High-frequency trading firms can also use deep learning models in algorithmic trading 
and amplify market volatility, resulting in flash crashes or liquidity imbalances. 
Depending on how AI is used, regulatory agencies may need to set rules for AI-based 
trading systems so the system cannot rely on algorithmic predictions to the extent that it 
goes against market stability. 

7 Future directions 

Deep learning in financial forecasting is a field of research and improvement that 
continues to evolve. Another vital frontier for future development is making model 
interpretability through XAI techniques more transparent and complying with regulatory 
requirements to become more trustable in AI-driven decision-making by financial 
institutions. The second promising direction is to combine RL with deep learning models 
to design adaptive forecasting systems based on dynamic trade and investment strategies 
for optimisation. Alternative data sources, such as sentiment analysis from financial 
news, social media trends, and macroeconomic indicators, can also be leveraged to 
increase the robustness of the model by expanding the breadth of market dynamics 
incorporated. However, a computational efficiency challenge persists, and this should be 
further explored through model compression techniques like pruning, quantisation and 
knowledge distillation to make deep learning-based forecasting models suitable for use in 
real-time. In addition, federated learning can be adopted for financial forecasting to make 
data more private and support collaboration among financial institutions to train models 
on decentralised datasets while protecting the sensitive financial information they hold. 
Also, hybrid AI models that combine traditional econometric methods with deep learning 
architectures may provide a trade-off between accuracy, interpretability, and 
computational efficiency. With the evolution of financial markets, AI-driven financial 
forecasting will be an integral part of future advancements in risk management, better 
investment decisions, and more resilient business strategies. 
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8 Conclusions 

In particular, this study shows how deep learning can perform financial forecasting better 
than traditional statistical models. The most effective approach across the various market 
conditions is the hybrid CNN-LSTM model, which combines convolutional layers for 
feature extraction and LSTM for temporal modelling with the lowest forecasting errors 
and highest DA. The transformer model has powerful performance in volatile markets 
using less computational cost, like in real-time applications, but it still has computational 
cost limitations. Business strategy optimisation, combined with deep learning-based 
forecasting, enables enterprises to make better investment decisions, manage risk, and 
plan financial activities. However, challenges around the interpretability of models, 
computational efficiency, and regulatory compliance are all challenges to the widespread 
adoption of such technologies in the enterprise environment. Future research should, 
therefore, build explainability (e.g., using XAI techniques) by considering additional data 
sources or more efficiently using computing resources with enhanced adaptive learning 
strategies to improve the model continuously. As AI financial forecasting evolves, it 
becomes essential for modern businesses to implement AI financial forecasting, which 
allows companies to create a financial roadmap that would offer stable revenue streams 
without being restricted by market conditions. 
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