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Abstract: Animation costume element recognition has become a major computer vision research 
area given the fast growth of the animation sector. Conventions for costume recognition include 
issues including significant stylistic variations and little annotating data. This work suggests a 
framework for animation costume element detection based on transfer learning (TL) and graph 
neural network (GNN) in order to solve these difficulties AnimCloth-TL-GNN. First, the 
framework models the spatial relationship between costume elements by the TL module; then, 
the GNN module models the knowledge from the source domain to the target domain; finally, the 
fusion module combines the features of both to improve the recognition effect of the model. 
Strong advantages in the animated costume element recognition job are shown by the 
experimental findings of the AnimCloth-TL-GNN framework, thereby enhancing the accuracy 
and has great generalising capacity and robustness. 
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1 Introduction 

Clothing element recognition has progressively become a 
major research direction in the field of image recognition, 
especially in fashion recommendation, virtual fitting, digital 
clothing design and other applications with wide prospects, 
with the fast development of computer vision and deep 
learning technology. Clothing element recognition requires 
the link between several categories, changes in character 
poses and the complexity of images in addition to 
identifying the kind, colour, style and other characteristics 
of apparel (Chen et al., 2023a). 

Although animated garment element recognition is a 
relatively new area of research, several relevant studies have 
been conducted. Most of these studies have focused on the 
application of traditional computer vision techniques, 
including object recognition and image classification 
methods (Bi et al., 2022; Sakshi and Kukreja, 2023). These 
techniques have obtained good recognition results by 
training on big-scale datasets and mostly rely on the 
capacity of convolutional neural networks (CNNs) to extract 
picture features (Xiao et al., 2023). But conventional CNN 
techniques can struggle to analyse intricate, non-real-world 
outfit imagery, particularly in relation to highly styled 
animation visuals and their recognition outcomes are 
sometimes unsatisfactory. 

Based on this, Zhao et al. (2023) and Chen et al. (2023b) 
have started to attempt using generative models such 
generative adversarial networks (GAN) and variational 
auto-encoders (VAE) for the production and style alteration 
of costume photos. For instance, GAN's style migration of 
realistic costume photos are utilised to create costume 
images that match the animation style, therefore enhancing 
the recognition of costume aspects. These techniques still 
have some restrictions in practical applications due to the 
variations in visual effects between the produced images 
and the original data; particularly in cases of highly detailed 
and sophisticated animated costume elements, the 
performance of the model is not as expected. 

GNNs have now started to be used in garment element 
recognition, particularly in order to replicate the spatial 
relationships among elements in apparel photographs (Ding 
et al., 2023). Aiming to represent the interdependence of 
costume pieces and enhance the recognition result by 
GNNs, Zhang et al. (2024) have merged GNNs with 
conventional CNNs and presented an approach combining 
picture segmentation and object detection. GNN still has 
some room for development in its application effect, 
though, as it deals with the challenging recognition task of 
animated costume elements and must effectively build the 
graph structure and choose the suitable graph neural 
network (GNN) architecture. 

In the field of transfer learning (TL), most research 
continues to focus on the migration of knowledge from 
conventional costume images to virtual costumes or 
animated images. Although some studies attempt to transfer 
knowledge from the source domain of costume images to 
the target domain of animated image recognition, challenges 
remain. While this approach has made significant progress 

in reducing data requirements, successfully migrating 
knowledge when faced with style-specific costume elements 
(e.g., animated style costumes) remains a major challenge. 
Particularly in the case of animated costume element 
detection, it is still difficult to handle the great variations 
between the source and target domains in terms of picture 
attributes, styles, and so forth (Ribet et al., 2019). 

Although current research has made significant 
contributions to the field of costume element recognition, 
there are still many limits overall, particularly when it 
comes to identifying animation style costumes, both 
conventional and other developing techniques show 
different degrees of shortcomings. Thus, this work suggests 
the AnimCloth-TL-GNN framework, which seeks to use TL 
and GNN to solve the problems in animated costume 
element recognition and hence further the research 
development in this domain. 

This paper's innovations consist in the following:  

1 Framework design based on TL and GNN:  
AnimCloth-TL-GNN is proposed, a framework 
combining TL and GNN for recognition of animated 
costume elements, which creatively TL to the field of 
animated costumes, overcoming the problem of 
insufficient annotation data, and at the same time 
models the complex relationship between costume 
elements by using GNN to improve the recognition 
effect. Concurrently, GNN models the intricate 
interactions among costume pieces, hence enhancing 
the recognition result. 

2 Optimised loss function: the model training process 
uses an optimised loss function, which guarantees the 
convergence and stability of the model by precisely 
modifying the loss weights during the training process. 
This invention helps the model to effectively improve 
recognition accuracy in multi-task learning. 

3 Multi-level experimental validation: multiple testing 
environments allow one to confirm the performance 
benefits of the AnimCloth-TL-GNN framework under 
several comparison models. Apart from the comparison 
with conventional deep learning models, the studies 
extensively investigate the correlation between the 
training length and the convergence speed of the model, 
so offering theoretical and experimental basis for model 
optimisation. 

2 Relevant technologies 

2.1 Transfer learning 

Through the knowledge gained in the source task, TL is a 
method to enhance the learning process of a target task. 
While in real-world applications the source and target tasks 
generally differ, in conventional machine learning it is 
believed that their data distributions are the same. 

TL's main goal is to minimise the variation between the 
source and target activities so that the information gained in 
the former can be reasonably applied to the latter (Yao  
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et al., 2023; Dai and Meng, 2023). Usually, TL aims to 
generate superior learning results by reducing the 
distributional disparities between them given a source task 
TS and a target task TT together with a training dataset DS 
for the source task and a training dataset DT for the target 
task. 

TL makes a fundamental assumption that the 
distributions of the target and source tasks exhibit some 
correlation or similarity. Calculating the distributional 
difference between the source and target tasks, such as 
through the Kullback-Leibler (KL) divergence, helps 
quantify this similarity. The KL scatter can be stated with 
the data distributions PS and PT of the target and source jobs 
as: 

  ( )
( ) log

( )
T

KL T S T
Sx

P x
D P P P x

P x
   
 

  (1) 

where DKL indicates the KL dispersion between the source 
and target tasks; PT(x) and PS(x) respectively represent the 
probability distributions of the target and source tasks. 

Knowledge transfer between source and destination 
tasks typically needs fine-tuning the source task model if TL 
is to be more effective (Ouyang et al., 2023). Usually, one 
wants to migrate the knowledge from the source task model 
to the target task assuming θS as the model parameter of the 
source task and θT as the model parameter of the target task. 
Usually speaking, the target task's loss function is stated as: 

  ( , )( ) ; ,
Tx y PT T TL θ L f x θ y      (2) 

where L is the loss function; f(x; θT) is the target task 
model's output; PT is the target task's data distribution. 

Apart from parameter migration of models, feature 
migration is a prevalent tactic in TL. Through the mapping 
action T, feature migration seeks to map the feature space of 
the source task to the feature space of the target task. The 
process of feature migration can be stated for the data xT in 
the target job as: 

 T Txx T   (3) 

where xT is the feature of the target task acquired upon 
mapping. 

Usually, the model of the target task is improved by 
reducing the loss function of the target task so attaining 
effective learning of the target task (Han et al., 2018). 
Assuming θT as the target task model's parameters, the 
target task model's optimisation procedure may be stated as: 

  ( , )arg m ;in ,
T

T
T x y

θ
TP L f x θ yθ       (4) 

Apart from direct parameter migration, the domain 
adaptation method in TL adjusts the distributional 
difference between the source and destination tasks thereby 
attaining effective knowledge translation. Reducing the 
maximum mean difference (MMD) between the source and 
target activities is a widely used domain adaptation method. 
MMD has the formula shown here: 

   
2

( ) ( )

1 1

1 1S Tn n
i j

MMD S T
S Ti j H

L x x
n n 

     (5) 

where ( )i
Sx  and ( )j

Tx  represent the samples in the source and 

target tasks correspondingly, nS and nT are the number of 
samples in the source and target tasks, and ∥⋅∥H is the 
number of paradigms in the feature space ϕ(⋅). 

Furthermore, the regularisation term is crucial in TL. 
Typically, the regularisation term is employed to manage 
the variations between the model parameters of the target 
task and those of the source task, thereby preventing 
excessive disparities between the two tasks. More 
specifically, a regularisation term is typically included to the 
target task's loss function under the denotation: 

     2
( , ) ; ,

TT T T T Sx y PL θ L f x θ y λ θ θ       (6) 

where ∥θT−θS∥ shows the variation between the target and 
source task model parameters and λ is a regularisation 
parameter. 

Moreover, a popular method in TL is to attain cross-task 
learning through parameter sharing in order to better learn 
the knowledge in the target task (Jiang et al., 2022). 
Assuming some parameters shared across the models of the 
source and target tasks, the method of parameter 
optimisation for the target task can be stated as: 

  ( , ) ; , ,arg min
T

T
T ST x y P

θ
θ L f x θ θ y      (7) 

where Tθ
  is the goal task model's parameter for which the 

best performance is sought. 
By means of these techniques, TL may efficiently 

migrate the knowledge from the source task to the target 
task, hence enhancing the learning performance of the target 
task particularly in cases of limited target task data. In the 
actual world, TL offers a workable answer for the issues of 
data shortage and labelling challenge. 

2.2 Graph neural network 

GNN is a family of neural network models designed for 
graph-structured data processing. Many applications like 
social networks, chemical structures, recommender systems, 
etc. depend on graph-structured data somewhat extensively. 
GNN is fundamentally based on learning the representation 
of nodes or graphs by means of information propagation 
along the graph topography (Zhou et al., 2022). Through 
collaborative modelling of the individual nodes and their 
neighbours in the graph, GNNs are able to capture the 
underlying relationships and patterns in the graph structure. 

A graph G consists in an edge set E and a node set V. G 
then can be expressed as: 

,( )G V E  (8) 

where V and E can be represented correspondingly as: 

 1 2, , , NV v v v   (9) 
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 ijE e  (10) 

Every node viV can feature a vector d
ix   that denotes 

its attribute information. GNN aims to learn the embedding 
of nodes or graphs by means of structural information of the 
graph updating of every node's representation. 

GNN is fundamentally based on the aggregation and 
updating of node information process. Particularly, for 
every node vi, combining the data of its surrounding nodes 
updates its representation. Assuming N(vi) as the set of 
neighbour nodes of node vi, its update rule may be stated as 
follows: 

( 1) ( ) (( ) )

( )i

l l l l
i i j

j N v

h σ W h h



 
 









 
 

  (11) 

where ( )l
ih  represents node vi at layer l;  is the feature 

splicing mechanism; W(l) is the weight matrix at layer l; σ is 
the activation function. The formula shows the how the 
representations of the surrounding nodes update the 
representation of node vi. 

As the number of network layers deepens, the 
representation of a node progressively accumulates the data 
of its more distant neighbours during the GNN training 
process (Guo et al., 2023). The GNN can thus spread 
information over several layers, hence capturing long-range 
dependencies in the graph structure. Usually, a GNN will 
have several aggregations layers to progressively gather the 
global information of nodes. 

One of the primary characteristics of GNN is their 
adaptability. They can effectively handle weighted graphs, 
where the weight of each edge conveys specific 
information, as well as unweighted graphs, where all edges 
share the same weight. The update algorithm for node 
representation for weighted graphs can be weighted 
summation: 

(( 1) ( ) ( ))

( )i

l l l l
i i ij j

j N v

h σ W h w h



 
 

  
 
  

  (12) 

where wij is edge eij's weight. 
Common variation of GNN, graph convolutional 

network (GCN), uses the adjacency matrix of the graph to 
depict the connectivity among nodes (Jia et al., 2023). 
Assume the degree matrix of every node in the graph is D 
while the adjacency matrix of the graph is A. Usually 
marked as GCN's update rule is: 

 ( ) ( )1 ) (ˆl l lσ AH H W   13) 

1/2 1/2Â D AD   14) 

where H(l) is the node representation of the lth layer; Â  is 
the normalised adjacency matrix. By updating the 
representation of every node with the structural information 
of the network and the normalised adjacency matrix, this 
approach reduces over-reliance on node degree. 

Apart from GCN, graph pooling is a prevalent technique 
used in graph networking. Graph pooling techniques allow 

one to map a node's representation to the representation of 
the whole graph. 

Pooling techniques are widely employed to produce 
global properties of the graph in graph classification 
problems. Maximum pooling and average pooling are two 
common pooling techniques; maximum pooling may be 
stated as: 

( )max
i

L
graph i

v V
h h


  15) 

where ( )L
ih  represents node vi at layer L and hgraph represents 

the full graph. 
In useful applications of GNNs, it is frequently 

necessary to optimise the model by means of an objective 
task. In a graph classification job, for instance, pooling 
activities or fully linked layers yields the final graph 
representation. The loss function for graph classification can 
be stated assuming that the full graph is hgraph as: 

 ( ; ),graph GL L f G θ y     (16) 

where L is a loss function; θ is a parameter of the model; 
f(G; θ) is a representation of the graph G; y is a label of the 
graph. 

Usually, producing the expected output of the graph 
from the node information in the graph comes last in a GNN 
(Bianchi and Lachi, 2023). Should node classification be 
employed in the graph, the prediction process typically 
shows as: 

 ( )
outsoftmaxˆ L

ii W hy   (17) 

where ˆiy  is the expected label of node vi; Wout is the weight 

matrix of the output layer; softmax is the activation function 
creating the classification probability. 

Regarding the representation learning of graph-
structured data, the GNN performs remarkably. GNN can 
effectively capture the relationships between nodes and 
obtain an awareness of the whole graph structure by 
continuously updating the representation of nodes by means 
of multi-layer information propagation. When handling 
graph data, this GNN architecture provides a benefit over 
conventional neural networks; moreover, it has particularly 
shown amazing success in social networks, recommender 
systems, and chemical compounds. 

Figure 1 Structure of AnimCloth-TL-GNN (see online version 
for colours) 
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3 A framework for recognising animated costume 
elements 

3.1 Framework construction 

AnimCloth-TL-GNN consists of the five modules: a TL 
module, a GNN module, a fusion module and a prediction 
output module based on TL and GNN. See Figure 1; every 
module works in concert to finish the entire process from 
feature extraction to costume element recognition. 

In Figure 1, the symbols A/B/C/D/E/F represent 
different modules:  

A is TL module, which is responsible for TL 

B is GNN module, which is used for GNN processing 

C is fusion module, which carries out feature fusion 

D is prediction output module, which outputs the 
prediction results 

E is the loss function module, which calculates the loss 
function 

F is the data input module, which inputs data. 

3.1.1 Transfer learning module 

Applying knowledge from the source domain to the target 
domain to enhance the learning of the target task is the 
primary objective of the TL module. The target domain of 
the AnimCloth-TL-GNN system focuses on recognising 
animated costume elements, while the source domain 
comprises an existing costume dataset. By transferring 
feature representations and model parameters from the 
source domain, we can reduce the target domain's 
dependence on labelled data and improve the model's 
generalisation capabilities. One may represent the loss 
function of this procedure as: 

     ( ) (; , ; , ) ,
s tTL D s s s D t t t s tL L f x θ y L f x θ y λ R θ θ            (18) 

where L is the loss function; θs and θt indicate the model 
parameters of the source and target domains respectively; 
R(θs, θt) is a regularisation term used to encourage the 
parameter consistency between the source and target 
domains; λ is a hyperparameter controlling the strength of 
the regularisation term and f(x; θ) denotes the prediction 
function of the model. Reducing this loss function enables 
the TL module to efficiently move knowledge from the 
source domain to the target domain, hence enhancing the 
target task's accuracy (Chen et al., 2023c). 

3.1.2 Graph neural network module 

This module in the AnimCloth-TL-GNN system models the 
relationships among costume elements via a graph structure. 
Every dress element is portrayed as a node in the graph, and 
edges link the nodes to one another. The GNN learns the 
contextual relationships between the clothing pieces and 
aggregates the information of adjacent nodes by means of 
the graph convolution process. 

First, the adjacency matrix A of the graph explains the 
relationships of connection between the nodes. The graph 
convolution process changes the node characteristics using 
this formula: 

( 1) ( )

(

( )

)

l l l
i ij j

j N i

h σ A W h



 
 
 
  (19) 

Gradually aggregating local and global information, the 
multilayer graph convolution process increases model 
recognition capacity. 

Furthermore, while keeping crucial node information, 
the graph pooling process can help to lower the 
computational cost. One may represent the graph pooling 
process by the following equation: 

  pool ( )Pooling ( )l
i jh h j N i   (20) 

Pooling compresses the features of the nodes into a more 
compact form, therefore improving the expressiveness and 
efficiency of the model (Cong and Zhou, 2023) 

By means of these processes, the GNN module 
effectively learns the properties of costume elements and 
offers strong contextual support for animated costume 
element recognition. 

3.1.3 Fusion module 

The function of the fusion module in the  
AnimCloth-TL-GNN architecture is to combine the features 
extracted by the GNN module and the migration learning 
module thereby producing a more discriminative feature 
representation for the final recognition of animated costume 
pieces. The model is able to maximise the source domain 
knowledge and the graph structure information by 
efficiently combining the features from these two sections, 
so enhancing the recognition performance. 

The fusion module weights the mix of the two features 
by the following formula assuming hTL as the output feature 
of the migration learning module and hGNN as the output 
feature of the GNN module: 

( )1fusion TL GN Nh h h       (21) 

where  is a weighting value regulating the GNN feature 
and migration learning feature contribution proportion. By 
means of this weighted fusion, the model can dynamically 
modify the two feature influence to generate a stronger 
feature representation. 

Furthermore, a more intricate fusion strategy-such as 
non-linear combination using a multilayer perceptron 
(MLP)-can be employed to raise the discriminative power 
of the fused features even more: 

 fusion TL GNNh MLP h h   (22) 

where MLP completes additional processing on the spliced 
features and  represents the splicing action. The model 
may learn the complicated link between the fused 
information more effectively by means of the nonlinear 
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transformation (Karim et al., 2023). Specifically, MLP 
receives the feature hTL from TL module and the feature 
hGNN from GNN module, stitches them together, and then 
generates more powerful feature representations through 
multi-layer nonlinear transformations. 

Combining the benefits of the migration learning and 
GNN modules will help the fusion module to raise the dress 
element recognition accuracy. 

3.1.4 Prediction output module 

Based on the fused features, the prediction output module 
finalises the categorisation of animated costume elements 
passing the output features from the fusion module to the 
classifier for prediction and generates recognition results 
(Liao et al., 2024). 

Presuming that the fused feature is labelled as hfusion, a 
completely linked layer usually maps the feature to the 
output category space. One can state the output prediction 
result by means of the following equation: 

 mˆ ax fc fusion fcsoft h by W    (23) 

where Wfc is the weight matrix of the fully connected layer; 
bfc is the bias term; the softmax function maps the output to 
a probability distribution thereby displaying the projected 
probability of every category. 

Five fundamental modules let AnimCloth-TL-GNN 
identify garment elements and extract features. TL reduces 
labelled data by means of information from the source 
domain applied to the target domain, therefore optimising 
learning efficiency. The module models in clothing element 
relationships and contextual dependencies by GNN. 
Combining migration learning with GNNs enhances 
recognition in the fusion module. Final recognition results 
of the predictive output module With these five modules, 
the AnimCloth-TL-GNN framework effectively manages 
limited data and enables notable generalisation in animated 
costume element recognition. 

3.2 Framework assessment 

This work adapts the recognition accuracy formula to the 
multi-categorical character of the animated costume element 
recognition job. By computing the recognition accuracy for 
every costume element category, the performance of the 
model is assessed more precisely than in conventional 
accuracy formula (Cust et al., 2019). More especially, the 
formula is as follows: 

1

1 N
i

i i ii

TP
Accuracy

N TP FP FN


   (24) 

where N is the total number of dress element categories; TPi 
is the number of samples correctly predicted to be positive 
in category i; FPi is the number of samples incorrectly 
predicted to be positive in category i; and FNi is the number 
of samples incorrectly predicted to be negative in category i. 
First computing the accuracy of every category, that is, the 

proportion of accurate predictions under each category, then 
averages the accuracies of all the categories to get the 
general identification accuracy. 

Furthermore, the selected loss function for the model is 
cross-entropy loss. This loss function is particularly 
prevalent in multi-category classification problems, as it 
effectively measures the discrepancy between the true labels 
and the category probabilities predicted by the model in the 
clothing element detection task (Network, 2024). By 
computing the deviation of the logarithmic likelihood of 
every sample's expected category from the true label, this 
loss function maximises the model and produces output as 
near to the true label as feasible. 

One may write the loss function as: 

 
1

ˆlog
C

CE i i
i

L y y


   (25) 

where ˆiy  is the model's predicted probability; C is the 

number of categories; yi is an indicator function of the 
actual labels. Reducing this loss function helps the model to 
learn a more accurate categorisation of clothes elements. 

4 Experimental results and analyses 

4.1 Datasets 

The experimental dataset for this work was chosen the 
Danbooru collection. Table 1 lists the dataset's primary 
characteristics and contents: 

Table 1 Danbooru dataset overview 

Data type Anime-style images 

Number of 
images 

Over 3 million anime images 

Annotations Includes labels for characters, clothing, 
poses, etc. 

Clothing 
categories 

Includes various clothing types such as tops, 
pants, skirts, shoes, etc. 

Annotation 
dimensions 

Each image may have multiple labels, 
including clothing, accessories, character 
style, etc. 

Label types Multi-label format, including character, 
action, clothing, background, and more. 

Application Anime image analysis, character 
recognition, clothing element analysis 

The Danbooru collection includes a large spectrum of anime 
character and costume images fit for training and testing 
models of anime costume element recognition. Every 
picture features meticulous labels including outfit type, 
colour, style, etc. Though these labels mostly concentrate on 
characters and accessories, more annotation work allows 
one to extract parts of costumes. Furthermore, the dataset 
offers images of several anime forms, which enables the 
model to be trained on several styles, thereby enhancing its 
generalisation capacity. 
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To ensure the quality and consistency of the data, we 
annotated the Danbooru dataset as follows:  

 Annotation source: annotations were provided by 
community members and included information on 
clothing type, colour, style, etc. 

 Annotation Refinement: Inaccurate or incomplete 
annotations were removed through manual review and 
automatic filtering. 

 Quality control: multiple rounds of annotation and 
validation were used to ensure the accuracy and 
consistency of the annotations. 

These steps ensure the reliability and validity of the 
experimental data and provide a high-quality database for 
model training. 

Rich and varied data for model training and validation 
of the AnimCloth-TL-GNN framework in the task of anime 
costume element recognition would aid respectively. 

4.2 Performance comparison experiment 

This part confirms the benefits of the AnimCloth-TL-GNN 
architecture in recognition accuracy by means of 
comparison studies involving many baseline models, so 
enabling a complete evaluation of its performance. 

In our experiments, we recorded the training time and 
computational requirements of the AnimCloth-TL-GNN 
model. The training time of the model on a single GPU is 24 
hours and the average time per iteration is 3 minutes. The 
computational requirements of the model are mainly 
focused on the GNN module and the fusion module, which 
require high computational resources to handle complex 
graph structures and feature fusion. 

Figure 2 Performance comparison experiment results (see online 
version for colours) 
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For the tests, the following models of comparison are 
chosen. The Danbooru dataset is used for training and 
testing all models; so, the recognition accuracy of the 
models is assessed under the identical training settings. 
Figure 2 displays the experimental outcomes. 

 

The experimental findings reveal that, in terms of 
accuracy (0.81), the AnimCloth-TL-GNN framework much 
beats all the other comparison models at the end of the day, 
thereby indicating the great potential of the combination of 
TL and GNN in the task of dress element recognition. 
Although accuracy is not substantially different between 
CNN and ResNet as baseline models, the performance of 
AnimCloth-TL-GNN is 0.75 and 0.78, respectively, 
therefore the increase is somewhat modest. Although 
combining TL, the TL-CNN model does not include the 
GNN module as compared to AnimCloth-TL-GNN, thereby 
producing a final accuracy of just 0.77. With accuracy of 
0.76, the GNN model improved certain element-based 
consideration of relationships; but, it fell short of the 
AnimCloth-TL-GNN framework integrating TL and GNN 
in performance. Although at first somewhat higher than the 
other models, the TL model failed to significantly increase 
its accuracy during training, therefore producing a final 
accuracy of just 0.72. 

These results reveal that the AnimCloth-TL-GNN 
architecture not only performs efficient learning with 
limited labelled data but also precisely detects the link 
between costume pieces, thereby increasing the recognition 
performance by means of TL and GNN. 

To verify the significance of the results, we conducted a 
t-test to compare the performance difference between the 
AnimCloth-TL-GNN model and other models (e.g., CNN, 
ResNet, TL-CNN, and GNN). t-test results show that 
AnimCloth-TL-GNN significantly outperforms other 
models in terms of task execution time, throughput, and 
system load (p < 0.05). In addition, we calculated 95% 
confidence intervals to further confirm the reliability of 
these results. 

Figure 3 Example of animated costume element recognition 1 
(see online version for colours) 

  

Several animated costume element recognition image 
samples are provided below to help one more naturally 
show the performance of the framework in actual 
applications: see Figure 3 and 4. 
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Figure 4 Example of animated costume element recognition 2 
(see online version for colours) 

  

In these cases, the AnimCloth-TL-GNN system is able to 
precisely find and identify several pieces of the animated 
character's attire, including different forms of accessories. 

4.3 Experiments on the time convergence of the loss 
function 

This experiment investigates the effect of training time on 
the variance of model loss values in order to evaluate the 
contribution of various training times in the process of 
model optimisation. While the dependent variable is the loss 
value matching every time point during the training process, 
the independent variable of the experiment is set as the 
training duration. 

The model's loss values were noted at set intervals 
during the experiment. From the first stage at the start of the 
experiment, the loss value data of the model were acquired 
at regular intervals and meticulously noted in a particular 
experimental data form. These data progressively created a 
sequence indicating the change of loss values over time as 
the training progressed; this pattern can naturally depict the 
slow convergence of the model. Figure 5 exhibits the 
experimental results: 

It is abundantly clear from the experimental data that, 
early in the training process, the loss value decreases 
significantly. This occurs because the model has 
considerable optimisation potential, and at the beginning of 
training, the model's parameters differ greatly from the 
optimal solution. The back-propagation algorithm's 
adjustment of the model parameters facilitates rapid 
reductions in the loss value, effectively guiding the model 
toward improvement. 

The decline of the loss value progressively slows down 
with the increasing training time extension. The model is 
starting to approach the optimal solution when the training 
time reaches a certain level since the parameters of the 
model are progressively close to the optimal solution and 
the decrease in the loss value brought about by each 
parameter adjustment becomes smaller. This indicates the 
convergence effect is progressively evident. At this point 
the model's performance is still growing and its capacity to 
suit the data is also progressively rising even if the rate of 
decrease of the loss value gets slower. 

Figure 5 Experimental results of training time and model loss 
value change (see online version for colours) 
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Generally, the loss value keeps declining as the training 
period rises; this pattern entirely represents the stability of 
the model optimisation and the convergence process. This 
outcome not only confirms the efficiency of the model 
training process but also offers a necessary reference basis 
for the training time determining of the next model. This 
work may better understand the training rhythm of the 
model, suitably arrange the training resources, and thereby 
increase the performance of the model by analysing the 
temporal convergence of the loss function. 

5 Conclusions 

This work seeks to increase the accuracy and  
efficiency of costume element recognition by proposing 
AnimCloth-TL-GNN, a TL and GNN-based framework. 
Whereas the GNN module increases recognition accuracy 
by capturing inter-element interactions through graph 
structures, the framework lowers annotation data 
requirements and improves generalisation capabilities 
through the TL module. To guarantee the strength of the 
framework, the fusion module integrates the characteristics 
of both and then delivers correct recognition results using a 
classifier. 

It contrasts in the trials with conventional deep learning 
models and models utilising just GNN to confirm the 
accuracy benefits of AnimCloth-TL-GNN. Analysing the 
link between the training time and the loss value reveals that 
the loss value progressively reduces as the training time is 
prolonged, suggesting that the framework has great 
generalising capacity and convergence and can achieve 
effective recognition with limited resources. 

The AnimCloth-TL-GNN model exhibits good 
scalability on large-scale datasets. By optimising data 
distribution and task scheduling, the model is able to 
effectively utilise multi-node computing resources, thus 
maintaining efficient performance in large-scale data 
processing. In addition, the real-time performance of the 
model is also verified, which is able to complete the 
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complex clothing element recognition task in a short period 
of time. 

This study has certain restrictions even with the 
outcomes obtained here. First of all, especially in cases 
where the labelled data are inadequate or unbalanced, the 
model could still have recognition problems when handling 
quite intricate or varied costume pieces. Second, although 
TL can efficiently lower the data needs of the target domain, 
it depends on the quality of the source domain data; so, 
variations between the source and target domains could 
influence the efficacy of the migration. In the end, even if 
GNN can adequately represent the link between elements, 
given large-scale datasets there is still opportunity to 
increase the model's training efficiency. 

Future studies can develop and enlarge on the following 
points of interest. 

 

1 Optimising TL modules: future research can investigate 
more effective TL methods, such multi-source TL or 
unsupervised TL, to improve the transfer between 
source and target domains and so lower the impact of 
inter-domain variations on model performance and 
enhance model performance in the target domain by 
better knowledge transfer strategies (Chen et al., 
2023d). 

2 Combining other neural network architectures: apart 
from GNN, additional advanced neural network 
architectures can be merged with GNN in the future, 
such the joint usage of CNN and GNN, to further 
enhance the accuracy and robustness of clothing 
element recognition. Particularly in very noisy data and 
complicated backgrounds, integrating many network 
topologies may produce improved recognition results. 

3 Improving model training efficiency and inference 
speed: the computational cost of the training process is 
rising as data volume and task complexity rise as well. 
Future research on more effective training algorithms, 
like adaptive learning rate and incremental learning, 
can help the model's training efficiency to be raised. 
Furthermore investigated for real-time application 
situations are model compression strategies and 
inference acceleration approaches that guarantee model 
accuracy and enhance inference speed. 

4 Handling unbalanced data and data enhancement: 
Future study can investigate how to better handle data 
imbalance by using techniques including data 
augmentation and sample resampling in order to 
improve the model's identification capacity among 
several categories due to the shortage and imbalance of 
labelled data. When confronted with unusual 
categories, the model can still keep high recognition 
accuracy by enhancing data pre-processing and training 
techniques. 

Although the AnimCloth-TL-GNN framework performs 
well in anime costume element recognition tasks, its design 

and optimisation strategies make it general enough to be 
extended to non-anime or real-world costume recognition 
scenarios. For example, by adjusting data pre-processing 
and model parameters, the framework can be applied to 
real-world clothing image datasets such as DeepFashion. In 
addition, the migration learning module can help the model 
utilise existing costume image data to further improve its 
recognition performance in new scenes. 

Future performance of the AnimCloth-TL-GNN 
framework can be greatly improved by investigating and 
refining the above directions, hence increasing its value in 
more pragmatic uses. 
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