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Abstract: Art style image migration has been increasingly important in image 
processing research as computer vision and deep learning technologies develop. 
Most well-known style migration techniques depend on paired training data, 
which is occasionally difficult to get in practice. Many solutions for complex 
art forms lose material or have style inconsistencies, which makes it 
challenging to fulfil high-quality content preservation. Regarding the 
mentioned problems, this work presents ArtCycleGAN, a cycle-consistent 
generative adversarial network-based art style image migration model.  
Pre-trained VGG19 network perceptual loss and cycle-consistent loss help to 
enable high quality unsupervised art style migration. ArtCycleGAN proves its 
validity in art style migration by experimental findings showing good 
performance in style similarity, content retention, and perceptual quality. This 
work presents a dependable and efficient approach for unsupervised art style 
migration as well as fresh ideas and references for picture synthesis applied 
with generative adversarial networks. 

Keywords: art style image migration; CycleGAN; perceptual loss; 
unsupervised learning; image generation; content retention. 
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1 Introduction 

Image processing and generation have advanced greatly with the fast development of 
computer vision and deep learning method (Jiao and Zhao, 2019). Emerging as a 
technique, artistic style image migration seeks to generate new images with distinctive 
visual effects by combining the content of one image with the artistic style of another. 
This approach not only gives designers and artists fresh creative tools but also 
demonstrates wide application possibilities in many disciplines including virtual reality, 
picture editing, and game creation. Achieving high-quality art style migration, however, 
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is not a simple process; it calls for exact integration of elements of the target art style, 
such colours, textures, and brushstrokes, so preserving the semantic meaning of the 
source image. Many scholars have been motivated by this difficulty to investigate closely 
related approaches. 

Early studies in the field of art style image migration concentrated on manual feature 
extraction and basic image fusion techniques, however these approaches sometimes 
struggle to simultaneously satisfy the needs of content preservation and style fusing (Xu 
and Fu, 2023). With the advent of deep learning methods-particularly generative 
adversarial networks (GANs)-breakthroughs in the domains of picture production and 
manipulation have emerged recently (Chen et al., 2024). By means of adversarial training 
of generators and discriminators, GANs can create realistic visuals, thereby offering fresh 
possibilities for artistic style migration. Nevertheless, conventional GAN techniques 
typically demand a lot of paired training data to understand the mapping relationships 
between images, which is sometimes challenging to get in useful applications. 
CycleGAN has surfaced as a solution for this challenge. By adding cyclic consistency 
loss, which allows high-quality image-to-image transformation without paired data, 
CycleGAN presents a fresh path for art style migration (Guo et al., 2024). 

In related work, other GAN-based style migration techniques have been investigated. 
Although it performs well under supervised settings, Pix2Pix is a conditional generative 
adversarial network (cGAN) that learns the mapping relationship between input and 
target images through pairs of training data, hence data availability in unsupervised 
applications limits it (Araujo et al., 2023). On the other hand, style generative adversarial 
network (StyleGAN) requires high quality and quantity of training data but has great 
capacities in the style migration task and can create high-quality images by introducing a 
styled generator (Melnik et al., 2024). DeepArt also makes stylised images by means of 
an optimisation technique using pre-trained convolutional neural networks (CNN), 
however its computational efficiency is limited and processing vast-scale image data in 
real-time presents challenges. 

Apart from GAN-based techniques, several algorithms have also shown noteworthy 
success in the domain of art style migration. For instance, neural style transfer (NST) 
maximises the feature representation of the target image so that it is near to the input 
image in terms of content and close to the target style image in terms of style (Jing et al., 
2019). Although this approach is somewhat common in art style migration, its produced 
photos can suffer from blurriness of details. Attention Mechanisms have lately been 
included into the style migration model, which concentrates on the important areas of the 
produced images so improving their quality and detail performance (Liu et al., 2022). 
Furthermore employed for the style migration task is the Transformer architecture, whose 
parallel processing capacity and ability to model long distance dependencies let the 
model more effectively capture the stylistic traits of a picture. 

Although these methods have considerable success, their major emphasis is on 
particular art styles or datasets and they still have restrictions when addressing 
challenging styles or cross-domain projects. For highly abstract art styles (e.g., Picasso 
style), some techniques might, for instance, fail to faithfully restore the details of the 
target style or lose the semantic value of the original image (Satchidanandam et al., 
2023). Furthermore, current approaches provide difficulties for training efficiency and 
resource usage, particularly in relation to big-scale datasets. Thus, a hot and challenging 
question in present research is how to create a model that can fluidly migrate between 
several artistic forms and sustain high-quality production. 
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This work presents a CycleGAN-based art style image migration model 
ArtCycleGAN, which is able to produce high-quality art style migration in an 
unsupervised manner by introducing cyclic consistency loss and perceptual loss, so 
addressing the aforesaid issues. This paper’s innovations consist in the following: 

1 Optimisation of model architecture: using more effective convolutional layers and 
normalisation methods, ArtCycleGAN has maximised the architectural design of the 
generator and discriminator. These developments not only raise the model’s training 
efficiency but also help it to learn intricate style elements, therefore enabling it to 
perform well in extremely abstract or complex styles. 

2 Implementation of unsupervised learning: unlike conventional supervised style 
migration techniques, ArtCycleGAN achieves excellent style migration without the 
necessity of pairs of training data. This invention helps the model to be more widely 
employed in real-world circumstances, especially when paired data is difficult to get, 
therefore considerably lowering the effort and cost of data preparation. 

3 Adaptability to multi-style migration: strong adaptability of the ArtCycleGAN model 
in several art style migration challenges is shown. The model is able to dynamically 
handle the migration challenges of several styles, including but not limited to Van 
Gogh style, Monet style, and Picasso style, by varying the weights of cyclic 
consistency loss and perceptual loss. This multifarious adaption offers a broad and 
effective answer for the topic of art style migration. 

4 Perceptual loss calculation: ArtCycleGAN adds perceptual loss to help produced 
photos to be even more of quality. By use of a pre-trained VGG19 network, this loss 
extracts high-level aspects of an image, therefore optimising the produced results by 
means of feature differences between the produced image and the target style image. 

2 Cycle-consistent generative adversarial networks 

Widely applied in picture generating tasks, GAN is a model built by generator and 
discriminator adversarial training. Targeted especially at unsupervised image-to-image 
transformation tasks, CycleGAN is an expansion of the conventional GAN. CycleGAN 
solves the problem of unpaired data by adding the cyclic consistency loss and can achieve 
source-to- target domain picture transformation without paired data unlike normal GANs. 
Specifically, each generator guarantees that the converted image recovers as much of the 
original image as feasible by adding the cyclic consistency loss; the source-domain image 
x∈X is mapped to the target-domain image G(x)∈Y, the target-domain image y∈Y is 
converted to the source-domain image F(y)∈X. 

First of all, the generator’s loss function is grounded on GAN’s traditional adversarial 
training goal. The generators in adversarial training aim to maximise the misclassification 
of the produced image by the discriminator (Sampath et al., 2021). The source domain 
generator G specifically aims to make the discriminator Dy unable to differentiate the 
produced image G(x) from the true target domain image y. The adversarial loss of 
generator G therefore is: 

( )log 1 ( ( ))
xG x P yL D G x∼= −    (1) 
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where Px represents the actual data distribution in the source domain. The generator aims 
to maximise the loss so that the created image is as real as feasible; the loss gauges the 
discriminator’s capacity to discern the generated image as real. This will help to trick the 
discriminator. 

Analogous to this, the aim of the target domain generator F is to translate the target 
domain picture y into the source domain image F(y) so rendering the discriminator Dx 
incapable of discriminating between the produced image F(y) and the real source domain 
image x. The target domain generator suffers adversarial loss of: 

( )log ( ( )1 )
xF x P xL D F y∼  = −   (2) 

where Py reflects the actual data distribution within the target domain. Like generator G, 
generator F must maximise this loss, hence the discriminator must misinterpret its 
produced images. 

Apart from the adversarial loss, CycleGAN presents one of its main innovations-the 
cyclic consistency loss (Vasantrao et al., 2024). By use of the cyclic consistency loss, the 
picture can be restored to the original state as much as feasible following generator 
transformation, therefore preventing the loss of content information throughout the 
transformation process. The generator G transforms the source domain picture x to the 
target domain image G(x), and subsequently the target domain generator F transforms 
G(x)) back to the source domain image F(G(x)). Defining the cyclic consistency loss 
helps to guarantee that the image’s content is not lost: 

1( ( ( ))) ( ( ), )cycleL x F G x x F G x= −  (3) 

This loss metric gauges the image converted by generators G and F’s difference from the 
source domain image x. Minimising this disparity will help to produce a picture 
converted by the generators as near to the original image (Baraheem et al., 2023). 

The generator F turns the target domain image y into the source domain image F(y), 
then the generator G turns F(y) back to the target domain image G(F(y)): 

1( ( ( ))) ( ( ), )cycleL y G F y y G F y= −  (4) 

It gauges the variations between the target domain picture y and the generated image by 
generators F and G. This loss distinguishes the target domain image y from the generated 
image by generators F and G. Once more, the aim is to reduce this difference so as to 
maintain the desired image’s structure and substance. 

CycleGAN’s generator loss is the weighted sum of its adversarial loss and cyclic 
consistency loss; the total losses of generators G and F are, respectively: 

( )( (, ))) ( ), ( ( )total
G G cycle cycleL L λL x F G x λL y G F y= + +  (5) 

( )( (, ))) ( ), ( ( )total
F F cycle cycleL L λL x F G x λL y G F y= + +  (6) 

where λ is a hyperparameter balancing the weights of the cyclic consistency loss and the 
adversarial loss. Simultaneous minimising of these two components of the loss helps the 
generator to provide reasonable target domain images and preserve content consistency. 



   

 

   

   
 

   

   

 

   

    Artistic style image migration model based on cycle-consistent generative 57    
 

    
 
 

   

   
 

   

   

 

   

       
 

Additionally included in CycleGAN are two discriminators for the target and source 
domains (Li et al., 2020). The target domain discriminator Dy and the source domain 
discriminator Dx have respectively loss functions: 

( )( ) ( ( )lo 1 )g log
y y xD y P y x P yL D y D G x∼ ∼= + −        (7) 

[ ] ( )log ( ) log 1 ( ( ))
x x yD x P x y P xL D x D F y∼ ∼  = + −    (8) 

The discriminator’s objective is to minimise the likelihood that a created sample is 
judged to be real while maximising the likelihood that a real sample is assessed to be real 
(Zhang et al., 2019). By means of adversarial training, the discriminator keeps raising its 
capacity to distinguish generated from genuine data. 

CycleGAN thus maximises the generator’s and the discriminator’s training process on 
this premise. To provide better picture transformations in the training phase of the model, 
the generator seeks to minimise both the adversarial loss and the cyclic consistency loss. 
The last training objective is: 

y x

total total total total
total G F D DL L L L L= + + +  (9) 

This goal maximises the generator and discriminator losses to generate more realistic and 
structurally consistent target images. 

By adding cyclic consistency loss and bi-directional generator structure, CycleGAN 
finally effectively addresses the unsupervised image transformation problem. It can 
accomplish excellent picture transformations in several domains and does not depend on 
paired data. CycleGAN’s creativity offers fresh concepts for unsupervised learning and 
advances generative adversarial network technology’s ongoing growth. 

3 Artistic style image migration model based on CycleGAN 

3.1 Artistic style image migration 

Using computer vision methods, artistic style image migration is the process of 
combining the content of one image with the creative style of another. The aim is to 
create an image that combines elements of both the creative style (e.g., colours, textures, 
brushstrokes, etc.) of the target image with the structural, shape, and semantic contents of 
the input image (Bai and Li, 2023). This method is frequently used to translate real-world 
images into works with an artist’s style, as a Van Gogh or Monet painting from a current 
snapshot. 

In art style picture migration, first typically via an intermediary layer in a CNN to 
capture the content structure of the image, the content features of the input image must be 
retrieved from it first. Stylistic elements then are taken from the target art style image to 
explain image colour distribution, texture, and detail information. Optimising the 
technique produces a new image that maintains the structure of the input image while 
including the visual characteristics of the target art style, therefore attaining the ideal 
balance of both content and style. 
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3.2 Migration modelling 

Based on CycleGAN, image migration model in artistic styles several key modules make 
up ArtCycleGAN, each of which collaboratively helps to migrate a source image to a 
goal artistic style image. Combining the elements of the target art style with the content 
of the source image will help the model to create an image that preserves both the target 
style and the content information. See Figure 1 for specifically an image conversion 
module, a style preservation module, a cyclic consistency module, and a perceptual loss 
module in the model. 

Figure 1 Art style image migration model ArtCycleGAN (see online version for colours) 

…

…

…

…

Generator Networks

Discrimination

…

…

…

Discriminator Networks

…

Input GENx to y

GENy to x

Similarity loss

…

Output

 

3.2.1 Image conversion module 
The execution of art style picture migration depends much on the image conversion 
module (Mao et al., 2019). Its principal objectives are to simultaneously translate the 
target domain picture y back to the source domain image F(y) and convert the source 
domain image x to the target style image G(x). This technique guarantees that the 
converted image stays aesthetically natural and consistent in addition to combining the 
content of the source image with the artistic elements of the target image. 

First, using the generator G, the source image x is mapped to the target stylised image 
G(x) by means of the formula: 

( )x G x→  (10) 
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where G(x) is the target style picture acquired by generator G. This approach teaches the 
generator G how to translate the visual impacts of the target style from the picture 
elements of the source domain. 

Second, generator F transforms the target style picture y back to the source domain 
image F(y) using indicated formula: 

( )y F y→  (11) 

This procedure guarantees that, notwithstanding style migration, the reverse conversion 
preserves the content elements of the original image, therefore preventing content loss or 
distortion resulting from over-stylisation. 

3.2.2 Style preservation module 
The main goal of the module on style preservation is to guarantee that the produced 
image reflects the visual traits of the intended artistic style. Style loss, unlike pixel-level 
similarity comparisons, computes the high-level feature differences of an image in a deep 
convolutional neural network, therefore determining its stylistic similarity. This approach 
can efficiently capture high-level visual characteristics including texture, colour 
distribution, form and artistic style of a picture, therefore enabling the produced image to 
not only be comparable to the source image in terms of content but also can demonstrate 
the uniqueness of the target creative style. 

Calculating the difference between the produced picture G(x) and the desired style 
image y in the feature maps extracted at every layer of the network helps one to acquire 
the style loss. The formula for figuring the style loss is: 

2
2( ( )) ( )style l l l

l

L λ F G x F y= −  (12) 

where Fl(y) indicates the feature maps of the target style image y at the same level, while 
Fl(G(x)) indicates the features extracted from the generative image G(x) in the lth layer of 
the convolutional network; λl is the weight factor of each layer to control the influence of 
the features at different layers. 

Furthermore, the style preservation module adds a normalised Gramme matrix to 
evaluate the similarity of the picture style features so ensuring that the produced image 
can be more precisely consistent with the target style image (Guo et al., 2023). Since the 
Gramme matrix can efficiently record the texture correlation between the individual 
channels in the image, it is extensively applied in the image style migration task. 

The Gramme matrix computation yields: 
T

l l lg F F=  (13) 

where gl is the layer l Gramme matrix and Fl is the feature map matrix of layer l. 
Calculating the Gramme matrix allows one to capture the link between the channels in 
the image, therefore optimising the style loss and producing an image with stylistically 
closer proximity to the goal art style (Yu and Zheng, 2023). 
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3.2.3 Cycle consistency module 
The CycleGAN model, which seeks to guarantee that the contents of the source and 
destination images remain constant during the image style migration process, consists 
fundamentally on this module. CycleGAN guarantees that, following style migration, the 
source image can be restored to the original image as much as possible after style 
conversion and inverse conversion, and the target image can be restored to its natural 
look after similar operations by including the cyclic consistency loss. 

One may express the cyclic consistency loss of the so 
urce image as: 

1) ( ( ))(
xcycle x PL x F G x x=  −    (14) 

where ( ( ))F G x x−  signifies the L1 distance between the produced image F(G(x)) and 
the original source image x, Lcycle(x) evaluates the recovery error of the source image x 
after style transformation and inverse transformation. CycleGAN guarantees that the 
content of the source picture is retained following transformation by reducing this loss. 

The target image’s cyclic consistency loss subsequently is: 

1) ( ( ))(
ycycle y PL G Fy y y∼=  −    (15) 

The aim is to guarantee the similarity of the produced image G(F(y)) to the target image 
y. Lcycle(y) measures the recovery error of the target image y after source style 
transformation and reverse transformation; G(F(y)) is the reverse transformed image. 

CycleGAN generates images with the target artistic style while preserving the 
integrity of the source image content by optimising the cyclic consistency loss, therefore 
enabling seamless mapping between source and target images without the necessity of 
paired data. 

3.2.4 Perceptual loss module 
Aiming to maximise the image quality by comparing the high-level feature differences 
between the produced image and the target image in the deep network, the perceptual loss 
module is absolutely important in art style image migration. Unlike the conventional 
pixel-level loss, perceptual loss can better maintain the high-level semantic information 
of the image, such as texture and shape, so producing a generated image more natural and 
realistic in the process of style migration. 

In this model, perceptual loss is calculated by extracting the features of an image 
through a pre-trained VGG19 network (Nguyen et al., 2022). It is a generally utilised 
deep network trained in a great number of image classifications, which is capable of 
effectively capturing texture, shape and other high-level properties of an image. In 
particular, the model computes the perceptual loss by means of the middle layer feature 
map of the VGG19 network by differentiating the produced image from the target image. 

The calculated perceptual loss is: 
2
2( ( ), ) ( ( )) ( )perce l

l
ptual l lλL G x y G x y−= φ φ  (16) 
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where G(x) is the produced image; y is the target style image; ϕl is the VGG19 layer’s 
features; λl is the layer’s weighting coefficient. The model can guarantee that the 
produced image is perceptually comparable to the target image by computing the 
variation between the generated image and the target image in every level of 
characteristics. 

This work computes the perceptual loss at several levels and weights the total to help 
to maximise the quality of the produced image. Calculating the loss on several layers of 
the feature map helps the model to get more perceptual information from several 
perspectives (Shi and Pun, 2019). One might say this as: 

2
2( ( )) ( )total ll

l L
lλL G x y

∈

= − φ φ  (17) 

where L is the set of layers selected, often consisting of several low to high level 
convolutional layers. Different weight λl is assigned to every layer of the feature map 
difference computation, therefore controlling the impact of features from various layers 
and producing the resulting image with best overall perceptual quality. 

Optimising the perceptual loss helps the produced image to remain more visually 
natural and preserve the high-level elements of the target image during the style 
migration process. The addition of this module not only solves the issue of conventional 
pixel-level loss avoiding quality degradation but also greatly enhances the creative 
impact of the image. 

Through the joint activity of four modules, this model delivers effective creative style 
image migration overall. First, the image conversion module achieves the conversion 
between the input image and the target style image; second, the style preservation module 
ensures that the generated image can effectively retain the visual features of the target 
style; the cyclic consistency module further guarantees the consistency of the content 
between the generated image and the original image; and lastly, the perceptual loss 
module improves the generating of the generated image by means of high-level feature 
differences between the generated image and the target image in the deep network. 
image’s perceived quality. The four modules’ synergy helps the model to keep artistic 
style and image quality during style migration, so offering strong assistance for image 
editing and production. 

4 Experimental results and analyses 

4.1 Experimental data 

The key dataset for this experiment came from the met museum dataset. The metropolitan 
museum of art supplies the dataset, which features artworks spanning several historical 
eras and cultural contexts. Renaissance, baroque, impressionist, modern, and Asian art 
among other artistic styles and genres abound in the approximately 40,000 pieces of art 
that exist overall. Rich diversity of these works offers a range of art styles for style 
migration, including both classic Western art and significant pieces from non-Western 
civilisations. 

High picture resolution of the dataset is appropriate for tasks involving image 
production and style migration. Every piece offers excellent photos, but it also comes 
with comprehensive metadata including artist name, date of creation, art genre, medium, 
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size, and information on the work. Particularly suited for training and testing of style 
migration models, the art forms and genres contained in the dataset span a large time 
range and may efficiently facilitate migration and modification between several styles. 
Table 1 The met museum dataset information 

Description Number of 
images 

Art styles and 
categories Art movements 

A collection of artworks from 
the Metropolitan Museum of 
Art, covering a wide range of 
historical periods and regions. 
The dataset is suitable for tasks 
like style transfer, art style 
analysis, and image generation 

Approximately 
40,000 

Includes Western and 
non-Western art styles 
such as Renaissance, 

Baroque, 
Impressionism, 

Modern Art, and Asian 
Art 

Renaissance, 
Baroque, 

Impressionism, 
Modern Art, 

Asian Art, etc. 

4.2 Performance comparison of different model structures 

This work designs Experiment 1, which compares the performance of the ArtCycleGAN 
model with that of several other common style migration models (including 
StandardGAN, Pix2Pix and StyleGAN), so enabling a thorough evaluation of the 
performance of the proposed Art CycleGAN model in the art style image migration task. 

Used for model training and performance evaluation respectively, the dataset consists 
of a training set and a test set. While the conventional GAN, Pix2Pix, and StyleGAN are 
trained according on their traditional architectures, the ArtCycleGAN model is trained 
according to the architecture and training method provided in this work. Every model 
uses the same training set and the training time is noted. 

Regarding performance assessment, this work evaluates the models using the three 
following criteria: 

Style similarity is the first one calculating the style loss between the produced image 
and the desired style image helps one to determine style consistency (Ruder et al., 2018). 
The style loss is computed using the Gramme matrix’s difference applied using the 
following formula:  

( )2

2
,

1 gen style
style ij ij

i j

L G G
C

= −  (18) 

where C is a normalisation constant to scale the loss and gen
ijG  and style

ijG  respectively 
refer to the Gramme matrix elements of the produced image and the target style image. 

• Content conservation comes next. Content preservation uses cyclic consistency loss 
to ensure the produced image has the content information of the source image (You 
et al., 2019). 

• At last, perceptual quality. Perceptual loss allows one to assess the general quality of 
the produced image (Martin-Donas et al., 2018). The perceptual loss is computed 
using the pre-trained VGG19 network’s feature map difference in line with this 
formula: 

1( ( )) ( )perceptual l l l
l

L λ G x y= − φ φ  (19) 



   

 

   

   
 

   

   

 

   

    Artistic style image migration model based on cycle-consistent generative 63    
 

    
 
 

   

   
 

   

   

 

   

       
 

The experimental results are shown in Figure 2: 

Figure 2 Comparative results of the performance of different models on image migration  
(see online version for colours) 
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ArtCycleGAN has good performance in the three criteria of style resemblance, content 
retention, and perceptual quality based on experimental data. ArtCycleGAN performs 
especially in content retention (0.90), meaning that, when moving the structural and 
semantic information of the original image content to the target style, the model is able to 
efficiently maintain them. Though StyleGAN earns the maximum 0.90, ArtCycleGAN 
also exhibits great similarity (0.85) and also achieves 0.88 in perceptual quality, second 
only to StyleGAN’s 0.85. In terms of style similarity. By comparison, notably in terms of 
content retention and perceived quality, regular GAN and Pix2Pix perform somewhat less 
well in these criteria. This implies that ArtCycleGAN clearly excels in terms of overall 
performance and can balance style migration and content retention to preserve high 
quality of produced photos. 

In terms of information retention and perceived quality particularly, the 
ArtCycleGAN model shows outstanding performance in the art style picture migration 
job. These findings confirm the efficiency and simplicity of the Art CycleGAN model in 
the unsupervised style migration task, therefore offering a dependable and quick method 
in the field of art style picture production. 

4.3 Comparison of migration effects of different art styles 

This work planned the experiment with the intention of evaluating the variations in the 
migration effects of several art styles so more fully evaluate the performance of the 
ArtCycleGAN model in the art style image migration task. Analysing the performance of 
the model on a range of art forms (e.g., Van Gogh style, Monet style, Picasso style and 
Dalí style) helps one to evaluate its performance on three main criteria: style 
resemblance, content retention and perceived quality. By means of these measures, one 
can grasp the flexibility and stability of the model in various art style migration jobs, so 
guiding the selection of an appropriate model for a given style in pragmatic uses. 
Furthermore, the outcomes of this experiment can be combined with past performance 
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comparison studies using various model architectures to assess the whole performance of 
the ArtCycleGAN model more generally. 

First, in order to guarantee that these photographs have clear semantic meaning and 
structure, a collection of high-quality source images was chosen for this work. From The 
Met Museum Dataset, then, a range of typical art forms was chosen: Van Gogh style, 
Monet style, Picasso style, Dali style. The ArtCycleGAN model is trained for every style 
using the same source picture set and style migration generates output images of the 
matching styles. Figure 3 shows the experimental findings: 

Figure 3 Experimental results of migration effects of different art styles (see online version  
for colours) 

Van Gogh Monet Picasso Dali

0.78

0.80

0.82

0.84

0.86

0.88

0.90

0.92

 Style Similarity
 Content Preservation
 Perceptual Quality
 below Style Similarity
 below Content Preservation

 

The ArtCycleGAN model demonstrates, from the experimental results, some degree of 
adaptability and stability in various art style migration challenges. Regarding style 
similarity, the Monet style migration task performs best at 0.90, meaning the model is 
able to better capture the Monet style traits. With a style similarity of 0.85, the Van Gogh 
style migration job has great style consistency as well. Picasso’s style is somewhat less 
comparable at 0.78, though this could be connected to the complexity and abstraction of 
his work. With regard to content retention, the Picasso style migration job fared the best 
at 0.92, suggesting that the model was able to keep the content of the source image better 
when moving the image to the Picasso style. Though it is somewhat less than the Picasso 
style, the Monet style migration work exhibits great content consistency with a content 
retention of 0.85. The Monet style migration challenge has a perceptual quality of 0.87, 
which is rather higher than the other styles and indicates that the produced images are 
more visually natural. With a 0.88 perceived quality, the Van Gogh style migration 
assignment likewise exhibits good visual quality. Though there is still space for 
development in some styles (e.g., Picasso style), the ArtCycleGAN model exhibits good 
general performance in the several art styles migration challenge. These findings offer 
useful references for additional model optimisation and a foundation for selecting an 
appropriate model for particular styles in pragmatic use. 

Figure 4 and 5 respectively highlight the source images and the outcomes of 
ArtCycleGAN model migration to Van Gogh and Monet styles. 
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Figure 4 Example of van Gogh art style image migration effect (see online version for colours) 

 

Figure 5 example of Monet art style image migration effect (see online version for colours) 

 

5 Conclusions 

This work investigates the performance and application possibilities of ArtCycleGAN, a 
CycleGAN-based art style picture migration model, in unsupervised image-to-image 
conversion tasks. The ArtCycleGAN model shows great performance in a range of art 
style migration tasks by including cyclic consistency loss and perceptual loss, especially 
it is able to effectively fuse the visual features of the target art style while keeping the 
content structure of the source image. Verifying its efficacy and applicability in the field 
of art style migration, experimental results reveal that the model obtains outstanding 
outcomes in three fundamental criteria: namely, style similarity, content retention, and 
perceptual quality. 

The ArtCycleGAN model still has significant restrictions, nevertheless, even if it 
performs quite well in many tests. First of all, the model’s performance in terms of style 
similarity and content retention is really inadequate when handling some sophisticated or 
extremely abstract art forms. Second, especially in regard to big-scale datasets, the 
training procedure of the model calls for substantial computational resources; so, the 
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training time and resource consumption may constitute a bottleneck in useful 
applications. Furthermore, especially in some style migration jobs where the produced 
images may be blurry or distorted, the present model still has potential for development 
in the detail and texture performance of the created images. Particularly in real-time and 
resource-limited contexts, these problems restrict the implementation of the model across 
a greater spectrum of circumstances. 

Future studies in the following spheres will help to solve these constraints: 

1 Improved model architecture: investigate more effective model architectures, 
including the addition of an attention mechanism or a Transformer structure, to 
improve the model’s capacity to capture local information and detail for the purpose 
of migrating sophisticated artistic styles. When considering extremely abstract forms, 
this will help the model perform better. 

2 Optimising training strategies: to cut training time and resource consumption, look at 
more effective training techniques such dynamically changing the learning rate, 
improving hyper-parameter selection and using more complex optimising algorithms 
(Andonie, 2019). Furthermore, investigating how to reach quick convergence of the 
model with constrained computational capacity would help to improve the actual 
application practicality of the model. 

3 Multimodal data fusion: to offer better input information, think about merging image 
data with additional modal information, such textual descriptions or user comments. 
By means of this multimodal data fusion technique, the migration of the model may 
be further improved, thereby enabling the creation of art-style images more in line 
with user expectations. 

In summary, this work obtained considerable results in the art style picture migration 
problem with the ArtCycleGAN model, while also pointing out the limitations of the 
model and suggesting future research possibilities. These works not only provide new 
technological approaches in the subject of art style migration, but also provide important 
references for GANs in a wider variety of application scenarios. 
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