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Abstract: The health status of the young and middle-aged population has a 
significant impact on the stable functioning of society. To address the issue of 
poor prediction accuracy in the current study, the BP neural network (BPNN) is 
first improved based on Bayesian optimisation (BO), and the parameter 
combination that maximises the conditional probability is selected to improve 
the fitting accuracy of the model. Then the factors affecting the health status are 
analysed, the influencing factors are decomposed and reconstructed using the 
improved variational modal decomposition (VMD) and fuzzy entropy 
algorithm, and the objective function is iteratively searched through BO 
probability theory to obtain the degree of the BPNN parameter that minimises 
the prediction error. Finally, corresponding health management suggestions are 
proposed for the prediction results. The simulation results indicate that the 
accuracy of the proposed method is 95.37%, which significantly improves the 
prediction accuracy. 
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1 Introduction 

As the backbone of society, the health status of young and middle-aged groups is not only 
related to the quality of life of individuals, but also profoundly affects the stability and 
development of society (Hu et al., 2024). However, with the accelerated pace of life and 
increased work pressure, the health problems of young and middle-aged residents are 
becoming more and more prominent, and the trend of the rejuvenation of chronic diseases 
and the prevalence of sub-health states have become social problems that cannot be 
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ignored (Ma, 2018). Conventional health assessment systems are mostly based on 
empirical judgment and basic statistical analysis, making it difficult to gain precise 
insight into the subtle fluctuations and potential trends of individual health risks (Hong  
et al., 2014). With the booming growth of information technology, machine learning 
(ML) algorithms, as the core technology in the field of artificial intelligence, are 
penetrating into various industries with unprecedented momentum, and the field of health 
management has also ushered in a new opportunity for change. ML algorithms, with their 
powerful data mining, pattern recognition, and predictive analysis capabilities, are able to 
extract valuable information from massive and complicated health data, accurately 
identify individual health risk factors, construct highly personalised health prediction 
models, and show great potential in health management (Ramachandran, 2024). 

Resident health management is to analyse personal health data and predict the risk of 
disease through predictive models, so as to achieve disease prevention and health 
management. Traditional research is based on the construction of predictive models of 
residents’ health by statistical analysis methods (López-Martínez et al., 2020). Orang  
et al. (2024) analysed the influence indicators of population health through chaos theory 
and used the moving average method to predict influenza-like illnesses, but the prediction 
accuracy was not high. Chen et al. (2024) investigated the influencing variables of 
influenza disease by nonlinear regression analysis, and predicted the incidence trend of 
tuberculosis by auto-regressive moving average model (Asadi et al., 2012), but it could 
not respond well to the multi-factorial internal association. Zhang et al. (2017) used grey 
models to mine and analyse the incidence trends of residential diseases, but the prediction 
accuracy was not high. The traditional model is only applicable to exponential growth 
and short-term prediction, which leads to the model cannot maintain long-term stable 
prediction accuracy. 

The ML algorithm learns the responsible nonlinear relationships between variables 
through an internal network, which leads to adaptive learning of internal features and 
greatly improves the prediction accuracy. Thenmozhi and Deepika (2014) collected 
physiological parameters such as ECG and blood pressure of the elderly through sensor 
technology, screened the main variables of the parameters using principal component 
analysis (PCA), and realised disease prediction through decision tree (DT) algorithm, but 
the computation consumes a lot of resources. Benkedjouh et al. (2015) decomposed the 
influence indicators of health by empirical modal decomposition (EMD) and used each 
intrinsic mode function (IMF) as an input to a support vector machine (SVM) to achieve 
health prediction, but the prediction error was large. Xing and Bei (2019) used different 
combinations of features and K-nearest neighbour (KNN) classification technique 
(Kataria and Singh, 2013) to build prediction models to improve the accuracy of 
predicting cardiovascular diseases. Nandy et al. (2023) learned the optimal representation 
of the training data by training a sparse self-coder (Qureshi et al., 2020), and then utilised 
an artificial neural network (ANN) to predict the learned health conditions, but the 
accuracy of the prediction was not high. 

Compared to ML algorithms such as DT, SVM, KNN, etc., BP neural network 
(BPNN) over the training data learned feature representations that are able to predict 
unknown data with strong generalisation ability. Koshimizu et al. (2020) utilised PCA for 
the selection of the main influencing variables and BPNN for the prediction of 
hypertension development status due to meteorological factors. Tan et al. (2018) analysed 
numerous indicators affecting the health of the population and predicted the health status 
by BPNN optimised by genetic algorithm (GA) with a prediction accuracy of 87.15%. 
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Yan et al. (2022) improved the prediction accuracy by collecting the information of 
various physiological indicators of urban residents and using particle swarm optimisation 
of BPNN to achieve the prediction of the incidence of hypertension in residents. The BO 
algorithm models the objective function based on a probabilistic model, which is able to 
estimate the uncertainty of the prediction, converge quickly, and avoid the model falling 
into local convergence. Peng et al. (2019) processed the decomposition of impact 
indicators by VMD and used the decomposition result as the input of Bayesian 
optimisation (BO) BPNN, which significantly improved the prediction effect. 

Based on the above in-depth analysis of the current state of research, it is clear that 
current health prediction management methods suffer from redundant variables and poor 
prediction accuracy. To cope with the above issues, this paper suggests a health 
management method for young and middle-aged residents based on probabilistic 
optimisation BPNN, and the main work of this method is reflected in the following 
aspects. 

The main innovations and contributions of this work include: 

1 Based on the BO algorithm and regularisation method, the BPNN is optimised, the 
hyperparameters of the model are smoothed by the regularisation term, and the 
network is simplified by constraining the size of the network weights and bias 
values, and the weights and bias values that can maximise the conditional probability 
are selected to improve the fitting accuracy of the model. 

2 Construct the function model of residents’ health index, analyse the factors affecting 
the health status, use the noise pre-processing combined with the decomposition 
error to adaptively determine the optimal number of modal decomposition layers of 
the VMD algorithm, and on this basis, decompose and reconstruct the influencing 
factors through the improved VMD algorithm and fuzzy entropy (FE), so as to 
reduce the complexity of the input variables. 

3 Using the optimal weights and biases determined by the BO algorithm, the objective 
function is iteratively searched through probability theory to obtain the degree of 
network parameters that minimise the prediction error. Based on the prediction 
results, health management strategies for young and middle-aged residents are 
proposed to provide new ideas for improving the health of this population. 

4 The experimental results show that the mean absolute percentage error (MAPE) of 
the proposed method is reduced by at least 12.07% compared with the other five 
methods, which has excellent prediction performance and provides strong support for 
health risk assessment, disease prediction, and personalised health management. 

2 Relevant technologies 

2.1 BP neural network 

BPNN belongs to multi-layer feed-forward neural networks, which can learn and 
approximate complex nonlinear mapping relationships through the nonlinear activation 
function of the hidden layer, and solve the problems that are difficult to be handled by the 
traditional methods. The learning process of the BP NN includes the signal forward 
propagation and the error back propagation (Cui and Jing, 2019). In the forward 
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propagation process, the training samples are transmitted from the input layer through the 
hidden layer to the output layer to obtain the actual output signal. If the output results do 
not meet the desired requirements, then enter the back propagation stage, through the 
constant correction of the neuron’s weight threshold to reduce the prediction error, 
repeated cycles, so that the network output is constantly approaching the desired output. 
The BPNN feed-forward transmission process is shown in Figure 1. 

Figure 1 The BPNN feed-forward transmission process 
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The input layer information xj (j = 1, 2, …, m) enters to the implicit layer through the 
input port, the weights wjk (k = 1, 2, …, q) are used to connect the input layer to the 
implicit layer, and the activation function of the implicit layer is set to hb (e) (b = 1, 2, …, 
q). 

1

( )
m

b jk j
j

h e g w x
=

 
=   

 
  (1) 

On the basis of obtaining the implicit layer function hb (e), the output layer function yp is 
obtained through the weights Vkp (p = 1, 2, …, n). 

1 1 1

( )
q q m

p kp b kp jk j
k k j

y f V h e f V g w x
= = =

    
= =             

    (2) 

2.2 BO algorithm 

BO significantly reduces the number of calls to the objective function by actively 
selecting the ‘most promising’ points for evaluation by constructing a surrogate model 
(e.g., Gaussian process). PSO and GA require a large number of random samples or 
iterations (e.g., population evolution), which is inefficient, especially in high-dimensional 
or expensive evaluation problems. The core idea of BO is to describe the uncertainty of a 
function by constructing a probabilistic model and using this model to guide the search 
process (Victoria and Maragatham, 2021). The BO algorithm, as a global optimisation 
algorithm, always follows Bayes’ theorem to fit the probability distribution of the 



   

 

   

   
 

   

   

 

   

    Health management of young and middle-aged residents 91    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

objective function in finding the best hyperparameters of the model, i.e., the optimal 
solution of the objective function, as follows. 

( ) ( )
( )

1:
1:

1:

( )n
n

n

P D f P f
P f D

P D
=  (3) 

where f is the black-box objective function, i.e., the unknown function between the 
hyperparameters to be optimised and the predicted effect of the model. D1:n = {(x1, y1), 
(x2, y2), …, (xn, yn)} is the set of hyperparameter combinations xn and corresponding 
function values yn that have been collected, where yn = f(xn) + εn, εn are the collection 
errors. P(D1:n|f), P(f), P(D1:n), and P(f|D1:n) are the likelihood probability distribution, 
prior probability distribution, marginal likelihood probability distribution, and posterior 
probability distribution of f, respectively. 

2.3 Variational modal decomposition 

VMD is a signal decomposition algorithm used to decompose a complex signal into 
multiple IMFs with specific centre frequencies and bandwidths. The core idea is to 
decompose the signal into a series of relatively smooth and physically meaningful  
sub-signals by means of variational optimisation methods (Lian et al., 2018). Compared 
with the EMD algorithm, the VMD considers a mechanism to suppress modal aliasing. It 
introduces a regularisation term to reduce the spectral overlap between different modal 
functions by constraining the bandwidth or frequency range of the modal functions, thus 
suppressing the modal aliasing phenomenon to a certain extent and making the 
decomposition results more accurate. The IMF is redefined in the VMD algorithm based 
on a rigorous mathematical theory, and is defined as an AM-FM signal, denoted by uk (t), 
and represented by the following equation. 

( )( ) ( ) cos ( )k k ku t A t t= φ  (4) 

where uk (t) is a single harmonic signal, Ak (t) is the instantaneous amplitude, φk (t) is the 
instantaneous phase, and the derivative of the instantaneous phase ( )k t′φ  is the 
instantaneous frequency corresponding to uk (t). 

3 Optimisation of BPNN based on BO and regularisation algorithms 

3.1 Regularisation-based BPNN 

The BPNN is prone to local optimisation rather than global optimisation during the 
training process, the prediction effect is not as good as the training effect, and they may 
be over-trained in order to achieve the preset conditions, i.e., the phenomenon of 
overfitting is generated. To address the above issues, this paper uses the regularisation 
method to generate the simplest model, but through the constraints on the size of the 
network weights and bias values to achieve the network simplest, based on which, the BO 
algorithm is used to optimise the weights and bias of the regularised BPNN  
(BOR-BPNN), in order to reduce the effect of the randomness of the initial state on the 
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training effect and to improve the fitting accuracy of the model. The optimisation flow of 
BPNN is shown in Figure 2. 

Figure 2 The optimisation flow of BPNN 
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Regularisation is a method to improve the generalisation ability of the BPNN by adding 
another function to the error sum of squares, which is used to penalise the complexity of 
the network. This paper adds a regularisation term containing the derivatives of the 
approximation function to smooth the resulting function. For BPNN, the error function on 
the training sample data is the sum of squares of the errors, as shown below. 

( ) ( )
1

( )
Q

T
D q q q q

q

F x E t a t a
=

= = − −  (5) 

where aq is the output of the neural network when the input is x. 
The above regularisation term can be written in the form of the sum of the squares of 

the network weights and biases as follows. 

( ) ( ) 2

1 1

( )
Q n

T
D W q q q q i

q i

F x E E t a t a x
= =

= + = − − + β α β α  (6) 

where the ratio α/β is used to control the effective complexity of the network solution. 
The larger the ratio, the smoother the BPNN response. 

3.2 Optimal weights and bias search based on BO 

After regularising the BPNN, the BO algorithm is used to optimise the regularised 
BPNN, and the optimised structure is shown in Figure 3. In this paper, assuming that the 
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weights and biases of BPNN are random variables, for the given sample data, select the 
weights and biases that can maximise the conditional probability, and the BO algorithm 
calculates the following probabilities. 

( | , , ) ( | , )( | , , , )
( | , , )

P D x M P x MP x D M
P D M

= β αα β
α β

 (7) 

where x is a vector consisting of all the ownership values and bias values in the BPNN, D 
is the training sample data, α and β are the regularisation parameters; M is the number of 
neurons in each level of the BPNN. 

Figure 3 The optimised structure of BPNN (see online version for colours) 
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Assuming that the error of the BPNN output obeys a Gaussian distribution, then the 
probability density P(D|x, β, M) of the training sample data can be written as a likelihood 
function of the BPNN weights and bias, which gives the likelihood of the occurrence of 
the sample data, as follows. 

( )1( | , , ) exp
( ) D

D
P D x M E

Z
= −β β

β
 (8) 

where 21/ (2 ),εσ=β  2
εσ  is the variance of each element in the measurement noise ε, ED 

is the sum of squares of the errors of the BPNN on the training sample data, and  
ZD(β) = (π|β)N/2. The weights and bias values of the BPNN are smaller values around 0, 
then a zero-mean Gaussian prior density can be chosen. 

( )1( | , ) exp
( ) W

W
P x M E

Z
= −α α

α
 (9) 
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where 21/ (2 ),wσ=α  2
wσ  is the variance of each weight and bias, EW is the sum of squares 

of the BPNN weights and biases, and ZW(α) = (π|α)n/2, n is the number of weights and 
biases in the BPNN. 

Since the normalisation term P(D|α, β, M) is not a function of x, when seeking to 
maximise the weights and bias x of the a posteriori density P(x|D, α, β, M), the value of 
P(D|α, β, M) is not considered. Therefore, equation (7) can be rewritten as follows, 
where λ is the normalisation factor, ZF(α, β) is a function of α and β, and F(x) is the 
regularised error function as defined in Equation (6). 

( )( )

( )

1 exp
( ) ( )( | , , , )

1 exp ( )
( , )

D W
W D

F

E E
Z ZP x D M

λ

F x
Z

− +
=

= −

β α
α βα β

α β

 (10) 

In summary, the regularisation error function can be derived from Bayesian statistics. 
Moreover, by maximising the a posteriori density, the possible values of the weights and 
biases xMP can be found, which is equivalent to minimising the regularisation error 
function F(x) = βED + αEW. The regularisation error function can be derived from the 
Bayesian statistics. Since the error function has a quadratic form in the region near the 
minima, F(x) can be expanded in a second-order Taylor series near its minima F(x) (i.e., 
the point with gradient 0) as follows, where H = β∇2ED + α∇2EW is the Hessian matrix of 
F(x), and HMP is the estimate of the Hessian matrix at xMP. 

( ) ( ) ( )1( )
2

TMP MP MP MPF x F x x x H x x≈ + − −  (11) 

By substituting the approximate terms in equation (11) into equation (10), the optimal 
values of and at the minima can be found, and by taking the derivative of equation (10) 
with respect to each of the logarithms of equation (10), and letting the derivative be 0, 
this paper have the following equation. 

( )

( )

2

2

MP
MP

W

MP
MP

D

γ
E x

n γ
E x

 =
 − =


α

β
 (12) 

where γ = n – 2αMPtr(HMP)–1 is the number of valid parameters and n is the number of all 
parameters in the BPNN. γ measures the number of weights and bias values in the BPNN 
that are effectively used to reduce the error function, ranging from 0 to n. 

The minima of α and β are always changing. If the error function is always moved to 
the next smallest point as it moves across the surface, then the new estimate of the 
regularisation parameter will become more accurate. Eventually, a sufficient level of 
accuracy is reached such that the error function does not change significantly over the 
next iterations. At this point, the BPNN converges. 
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4 Health management of young and middle-aged residents based on BO 
BPNN 

4.1 Analysis of the main factors affecting the health of young and middle-aged 
residents 

To reduce the complexity of the input variables of the prediction model and improve the 
efficiency of health management, this paper first constructs a function model of the 
residents’ health index, analyses the factors affecting the health status, and uses the 
improved VMD algorithm and FE to decompose and reconstruct the influencing factors 
to reduce the complexity of the input variables. Subsequently, the BO algorithm is used 
to determine the optimal weights and biases of the BPNN, and the objective function is 
iteratively searched through probability theory to obtain the network parameters that 
minimise the prediction error, thus improving the prediction efficiency. Finally, based on 
the prediction results, health management strategies for young and middle-aged residents 
are proposed to provide new ideas for improving the health of this population. The flow 
of the proposed health management approach is shown in Figure 4. 

The health of young and middle-aged residents is influenced by many factors, and 
according to research (Zhou et al., 2014), changes in the natural patterns of their daily 
lives often signal physiological changes. Thus, dining, sleeping, exercise behaviour, and 
number of leisure activities were selected as the main reference factors affecting health 
status. The index function model for young and middle-aged residents was designed to be 
multi-parameter based, with fixed and variable components, depending on the influence 
of different factors on health status, as shown in equation (13). 

( ) ( )
1 1, 1

( ) ,
n n

i i ij i j
i i j

G x fw g x ρ x x ξ
= = =

= + +   (13) 

where 
1

( )
n

i i
i

w G x
=
  is the contribution component of each influencing factor to the health 

status of young and middle-aged residents, 
1, 1

( , )
n

ij i j
i j

ρ x xf
= =
  is the influence component, 

ξ is the adjustment error, wi is the influence weight of the factor on the health status, g(xi) 
is the health index function of the different factors, which takes the value in the range of 
[0, 1], ρij is the coefficient of interaction, and f(xi, xj) is the function of the interaction 
between the different factors. 

Due to the large number of factors in the activity, it is too complex to quantitatively 
define the interactions between each factor, and therefore activity interactions are treated 

as errors. Let 
1, 1

( , ) ,
n

ij i j
i j

ξ ρ f x x ξ
= =

′ = +  the health index function model of young and 

middle-aged residents can be obtained as follows. The value range of G′(x) is [0, 1], 
different values represent different health states of residents, and ξ′ is generally 0. 

( )2

1 1

2arctan
( )

n m
ji i i i

i j
ii j

xx δG x w w ξ
π= =

− − +′ ′= + + α β
β

 (14) 
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Figure 4 The flow of the proposed health management approach 
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4.2 Influence factor decomposition reconstruction based on improved VMD 
and FE 

After constructing the health index function model for young and middle-aged residents, 
this paper utilises the improved VMD algorithm (EVMD) and FE (Wang et al., 2024) to 
decompose and reconstruct the influence indicators in order to reduce the input 
complexity of the prediction model. The performance of the VMD algorithm depends 
largely on the setting of the number of modes K. Before the variable VMD 
decomposition reaches the optimal decomposition K value, the invalid modes 
corresponding to the white noise component are removed, and a noise pre-processing 
process is realised. Iteration of variables the output frequency is directly determined by 
the input variables, as shown below. 
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where u is the modal component, w is the centre frequency, ∧ is the Fourier transform, λ 
is the Lagrange multiplication operator, and α is the penalty operator. 

The above equation is used to determine whether the white noise modal component 
contains redundant components. If present, the modal is retained, otherwise it is rejected 
as an invalid component of white noise. The decomposition energy error of the signal 
gradually increases when the signal is in the under-decomposition state and decreases 
when the optimal decomposition is reached. According to the method of setting the 
optimal number of decomposition layers by using the decomposition energy error, the 
optimal number of decomposition layers can be determined adaptively by taking the 
value of K when the decomposition energy error Er is less than zero, so as to obtain the 
optimal IMF component {χ1, χ2, …, χn} of the final index decomposition. 

2
1 2

1

2
K K

r i i
i i

E E E+
=

= −   (16) 

where Ei+1 is the level k + 1 indicator energy and Ei is the level k indicator energy. 
After obtaining {χ1, χ2, …, χn}, the subsequence is processed using equation (17) to 

obtain the embedding vector Xi, where n is the number of sequences, m is the number of 
embedding dimensions, and χ  is the mean of m consecutive χi’s. 

[ ]1 1, , ,i i i i mX χ χ χ χ+ + −= −…  (17) 

Subsequently the fuzzy similarity function ,
m
i jD  is defined, the mean value of similarity 

φm(r) is computed and finally the FE FE of the sequence is computed. 
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1( )ln ln ( )m m
EF φ φr r+= −  (20) 

where ,
m
i jd  is the Chebyshev distance between X(i) and X(j); r is the similarity threshold. 

The closer the FE value is to 1, the more chaotic the subsequence is, and the higher 
the probability of generating new modes, and the closer the FE value is, the higher the 
similarity is, and it has the same timing characteristics. Thus, the subsequences with close 
entropy values can be grouped and reconstructed, which can reduce the dimensionality of 
the data. 
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4.3 Health prediction and management of young and middle-aged residents 
based on BO BPNN 

The input sequence after EVMD and FE processing is denoted as 1 2, , , .ix x x′ ′ ′…  The 
health status of the young and middle-aged residents is denoted as excellent, good, 
moderate, and poor, i.e., y1, y2, y3, y4. The parameter optimisation problem of BPNN can 
be expressed by equation (21), where Q is the parameter to be optimised, L is the 
objective function, and Q* is the ideal combination of hyperparameters. 

arg min ( )Q L Q∗ =  (21) 

1

1 100
ˆ

%
n

i i
MAPE

ii

y yL
n y=

−= ×  (22) 

where yi is the actual value and ˆiy  is the predicted value. Then the posterior probabilities 
of BOR-BPNN obtained by Bayes’ theorem are as follows. 

( )( , ) max , 0 ( | , )EI x D y y p y x D dy
∞

∗
−∞

= −  (23) 

where y* is the optimal value in the currently available sample and P(y|x, D) is the 
posterior probability obtained from Bayes’ theorem. 

After obtaining the optimal weights and bias values of the BPNN through the  
BOR-BPNN proposed in Section 3, the objective function in the model that minimises 
the prediction error is determined, and the acquisition function S and the Bayesian 
probability model M are used to compute the target value, i.e., '( ),i iy f x=  by bringing 

' '
1 2, , , ix x x′…  into the objective function. Subsequently, the number of iterations T is set, 

the a posteriori probability p(y|x, D) is calculated based on M and ' '
1 2, , , ,ix x x′…  the next 

most promising combination of weights and bias wi, bi is selected using S, and wi, bi is 
brought into equation (2) to calculate the target value yi, which serves as the historical 
information for updating M. Thus, the prediction error is continuously reduced until the 
objective function converges, and the predicted value of health index of the young and 
middle-aged residents with the smallest error is obtained. 

Using the above prediction results, health management can be carried out for young 
and middle-aged residents. If the prediction shows that an individual has a higher 
probability of suffering from cervical spondylosis due to prolonged desk work, 
ergonomic desks and chairs can be purchased in advance to adjust the working posture 
and prevent the occurrence of the disease. At the same time, based on the prediction 
results, young and middle-aged residents can select suitable health insurance products to 
ensure that they have sufficient financial protection to cope with medical expenses when 
they may face health problems. In addition, based on the results of health forecasting, 
communities and enterprises can also carry out targeted health talks and intervention 
activities, such as providing mental health counselling courses for young and  
middle-aged people with high work pressure, helping them to relieve pressure and 
maintain a good psychological state, so as to realise all-round health management for 
young and middle-aged people and to enhance the overall health level. 
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5 Experimental results and analyses 

The dataset of this paper is from WHO Global Health Observatory, 13,698 health data of 
young and middle-aged people aged 18–60 years old were crawled from this website 
using Scrapy, including basic personal information, physical health indicators, lifestyle, 
mental health indicators, medical history, etc., 80% of this dataset is used as a training 
set, 10% as a training set and 10% as a validation set. For BPNN, the batch size was 8, 
the number of iterations was 200 and the learning rate was 0.01 during the experiment. 
The prior mean of BO algorithm is 0, the prior standard deviation is 3, and the likelihood 
standard deviation is 0.7. The CPU in the experimental configuration is Intel (R) Core 
(TM) i5-7300, 2.5GHz, the graphics card is NVIDIA GeForce GTX1050, the RAM is 
8.00GB, the operating system is Windows 10, and the software environment in which the 
algorithms run is MATLAB 2015b. 

Figure 5 Experimental results of BO of BPNN (see online version for colours) 
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In this study, the BO algorithm is used to select the optimal number of neurons in the 
hidden layer, the range of optimisation variables is 1–30, and the optimisation objective 
is the mean square error between the predicted and actual values of the model, and the 
number of neurons with the smallest MAPE is selected through the iterative loops, and 
the results of the experiments are shown in Figure 5. The number of neurons in the range 
of 1–6 yields relatively small objective functions, and the number of neurons in the 
hidden layer is 4, which has the smallest mean square error, so the number of neurons in 
the hidden layer is 4 based on the results of the BO. After determining the optimal 
structure of the model, the model is re-trained by using the training set in order to learn 
the features and patterns of the data more adequately and to improve the model’s 
generalisation ability. 

The optimal structure of the model was determined and the model was retrained on 
the basis of that structure to realise the optimal model. Based on the comprehensive 
health quality score, the health level was categorised into four levels, where those with 
scores between 90–100 were recorded as excellent, those with scores between 80–89 
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were recorded as good, those with scores between 70–79 were recorded as moderate, and 
those with scores of 69 and below were recorded as poor. The partial assessment results 
obtained based on the grading of the health level and the errors are shown in Table 1. In 
the seven sets of sample data, the errors of the true and predicted values do not exceed 1, 
indicating that the true and predicted values of the health scores are well fitted and have a 
high prediction accuracy. 
Table 1 Assessment results 

True value of health quality score Predicted health quality score Errors Level 
84 84.3 0.3 Good 
82 82.1 0.1 Good 
91 90.5 0.5 Excellent 
86 86.7 0.7 Good 
94 94.2 0.2 Excellent 
76 75.8 0.2 Moderate 
87 86.5 0.5 Good 

Figure 6 The prediction performance indexes of different health prediction methods  
(see online version for colours) 
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To further validate the effectiveness of the proposed prediction method BOR-BPNN, this 
paper selects EMD-SVM (Benkedjouh et al., 2015), FEKNN (Xing and Bei, 2019),  
GA-BPNN (Tan et al., 2018), PSO-BPNN (Yan et al., 2022), and VMD-BPNN (Peng  
et al., 2019) as the benchmark methods, and MAPE, accuracy, F1, and loss as the 
evaluation indexes, and a comparison of the prediction performance indexes of different 
health prediction methods is shown in Figure 6. The accuracy and F1 of BOR-BPNN are 
95.37% and 93.05%, respectively, which are improved by 1.32%–15.19% compared with 
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the benchmark method. The MAPE of BOR-BPNN is 0.1027, which is reduced 
compared with EMD-SVM, FEKNN, GA-BPNN, PSO-BPNN, and VMD-BPNN, 
respectively, by 49.13%, 44.93%, 31.72%, 29.27%, and 12.07%, indicating that the error 
between the true and predicted values of BOR-BPNN is small, which verifies the 
experimental results in Table 1. Comparing the Loss values of each method again,  
BOR-BPNN has the smallest loss of 0.1762, indicating that BOR-BPNN can speed up the 
convergence of the prediction model by optimising BPNN through BO, which reduces 
the function loss. In summary, BOR-BPNN has excellent prediction performance. 

6 Conclusions 

In today’s society, the health problems of young and middle-aged residents are becoming 
more and more prominent with the accelerated pace of life and increased work pressure. 
The importance of health management as an important means of disease prevention 
cannot be overstated. To address the issue of high complexity of input variables in 
current health prediction management methods, this paper firstly optimises BPNN based 
on BO algorithm and regularisation method, and minimises the network by restricting the 
size of network weights and bias values, and selects weights and bias values that can 
maximise conditional probabilities to improve the fitting accuracy of the model. Then 
construct the function model of residents’ health index, analyse the factors affecting the 
health status, and use EVMD algorithm and FE to decompose and reconstruct the 
influencing factors to reduce the complexity of input variables. Finally, using the optimal 
weights and biases determined by the BO algorithm, the objective function is iteratively 
searched through probability theory to obtain the degree of network parameters that 
minimise the prediction error. Based on the prediction results, health management 
strategies for young and middle-aged residents are proposed to provide new ideas for 
improving the health of this population. The experimental results show that the MAPE of 
the proposed method is 0.1027, which is reduced by 12.07%–49.13% compared with the 
baseline method, and opens up a new idea for personalised health management. 
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