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Abstract: In the travel and hospitality sector, digitalisation has brought 
network security threats. Particularly with big data and high-dimensional 
characteristics, traditional network security techniques find it difficult to 
control dynamic and complicated security threats. Popular research subjects 
based on performance are machine learning-based threat prediction methods 
and integrated learning approaches. This paper presents XG-CatSec, a machine 
learning (XGBoost and Catboost fusion) model to increase tourist and 
hospitality cybersecurity threat prediction accuracy and robustness. While 
CatBoost simplifies data preparation and optimises category feature processing, 
XGBoost increases model accuracy utilising gradient boosting trees. 
Combining these technologies in XG-CatSec raises the threat identification for 
hotel cybersecurity. XG-CatSec beats SVM and random forest in accuracy, 
precision, and recall on the NSL-KDD data. This report motivates further 
research by implying a special cybersecurity threat prediction solution for 
tourism and hospitality. 
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1 Introduction 

Cybersecurity has grown to be a major global issue given the fast expansion of 
information technology and the popularity of the Internet (Lu and Da, 2018; Kimani  
et al., 2019). Particularly in the travel and hotel sectors, where a lot of personal and 
financial data is kept and shared online, cybersecurity issues are growing and seriously 
endanger the hotel sector. Apart from handling conventional forms of cyberattacks such 
viruses and Trojans, the hotel sector also has to cope with more advanced cyber security 
concerns including distributed denial of service attacks (DDoS), SQL injections, and 
cross-site scripting attacks (XSS) (Chughtai et al., 2024). 
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Mazhar et al. (2023) have proposed many machine-learning-based approaches for 
cybersecurity threat identification if we are to properly avoid and react to these security 
concerns. These techniques can find possible security concerns and automatically extract 
characteristics from enormous volumes of data. But conventional cybersecurity detection 
techniques sometimes rely on rule matching and signature detection, which lack 
adaptability and the capacity to react to fresh threats. Because machine learning-based 
threat detection systems can automatically discover intricate patterns in data, they have 
progressively become a research focus in recent years (Sarker, 2023; Amiri et al., 2024). 

There are still certain flaws even if current studies have been quite successful in 
several aspects. Decision trees and support vector machines (SVMs) are two classic 
machine learning methods that may efficiently classify and forecast; nevertheless, their 
performance is typically restricted for complicated cyber-attack patterns, particularly 
hidden attacks (Kandasamy and Roseline, 2025). 

Particularly in the field of machine learning, academics have suggested several 
approaches to handle various kinds of assaults in recent years as the number of 
cybersecurity concerns rises. Usually based on rule matching and signature detection, 
which are more suited in handling known assaults, traditional cybersecurity threat 
detection techniques typically fail when confronted with new or unidentified threats. 
Azam et al. (2023) looked to machine learning-based threat detection techniques in order 
to address this problem. These techniques lack flexibility to new assaults and are 
inadequate in managing big-scale data and high-dimensional characteristics even if they 
can identify threats to some degree (Jha et al., 2024). 

Integrated learning approaches have been extensively applied in cyber security threat 
identification recently. By aggregating several weak classifiers into strong ones, 
integrated learning approaches as random forest and Adaboost enhance the prediction 
performance of models. Integrated approaches may better manage data imbalance issues 
and complicated assault patterns as compared with a single model; they also offer more 
resilience and accuracy. Thanks in great part to their outstanding performance-especially 
when considering large-scale data and high-dimensional feature problems-advanced 
integrated learning algorithms as XGBoost and Catboost have been extensively applied in 
recent years in many classification challenges. While Catboost enhances the decision tree 
algorithm, especially when dealing with categorical features, greatly lowers the 
complexity of data preprocessing, which makes it perform even better on cybersecurity 
datasets, XGBoost shows outstanding ability in handling datasets with missing values and 
category imbalance. 

Deep learning techniques have meanwhile progressively taken the stage in the world 
of cybersecurity as a research focus. Deep learning methods including deep neural 
networks (DNN), convolutional neural networks (CNN), and recurrent neural networks 
(RNN) are extensively utilised for the identification and prediction of cybersecurity risks, 
and can automatically extract characteristics and categorise them from complicated data 
(Sarker, 2021; Abdi et al., 2024). Although deep learning approaches perform well in 
several cyber-attack detection tasks, their dependency on large-scale labelled data and 
extended training time, plus the poor interpretability of the models themselves, make 
deep learning methods still confront significant difficulties in practical implementations. 
To leverage their individual capabilities, several researchers have so sought to mix 
conventional machine learning with deep learning approaches. For some cybersecurity 
threat detection activities, for instance, hybrid models combining XGBoost and DNN 
have been demonstrated to dramatically increase performance; nonetheless, how to 
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develop more effective and simple-to-deploy hybrid models is still a hot issue (Mohan 
and Subathra, 2023). 

The XG-CatSec model suggested in this work reflects mostly the following important 
innovations: 

1 Fusion of XGBoost and CatBoost: In order to leverage their individual strengths and 
thereby increase the prediction performance of the model, this work presents in this 
work an original fusion technique combining two integrated learning algorithms, 
XGBoost and Catboost. While Catboost is able to efficiently lower the bias of the 
class features, XGBoost performs well in managing huge-scale data. Combining the 
two results in a model suggested in this work with better accuracy and resilience in 
cyber security threat prediction. 

2 Security threat prediction model for tourism and hotel industry: In this work, it 
consider the features of the hotel and tourist sectors and apply particular modelling 
and prediction of cyber security risks. Important for enhancing the security of this 
sector is a customised network security threat detection approach suggested by 
considering the special network traffic and security threat patterns of the hotel sector. 

3 Model optimisation strategy combining feature ablation and hyperparameter 
optimisation: This work combines hyperparameter optimisation with feature ablation 
in the tests to increase the model performance even further. The XG-CatSec model 
suggested in this study not only improves the prediction accuracy but also the 
interpretability and practicality of the model by progressively eliminating useless 
aspects and optimising the hyperparameters of the model. 

2 Relevant technologies 

2.1 XGBoost 

XGBoost is a fast machine learning method derived from gradient boosting tree (GBT) 
optimised implementation (Dong et al., 2024; Dele-Afolabi et al., 2024). XGBoost builds 
a sequence of decision trees step-by-step, where the production of each tree depends on 
the error of the preceding tree and the residuals are continually corrected by an additive 
model, hence improving the prediction ability (see Figure 1). 

XGBoost aims to minimise an objective function with two components: one portion is 
the training error (i.e., the loss function), and the other is a regularisation term preventing 
overfitting of the model (Bukowski et al., 2024; Shaik et al., 2024). 

Constructing a sequence of trees ft(x) helps to minimise the objective function 
assuming n samples, where xi are the characteristics of the ith sample and yi are the true 
labels. The last model follows: 

( )
1

ˆ
T

i
t

t if xy
=

=  (1) 

XGBoost aims to reduce the objective function below: 
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( )
1

ˆ( ) , (Ω )i i

n

i

y yL θ l f
=

= +  (2) 

where ˆ,( )i iyl y  is the loss function – which gauges the variation between the actual label 
and the projected value – commonly used loss functions are either logarithmic or squared 
error. The regularisation term Ω(f) is used to prevent overfitting and regulate model 
complexity. Usually a complexity function of the tree, the regularisation term is 
represented as: 

2

1

1Ω
2

( )
T

k
k

f γT λ w
=

= +   (3) 

where γ and λ are regularisation parameters, T is the tree’s leaf node count, wk is the 
weight of the kth leaf node. XGBoost can properly manage tree complexity and prevent 
overfitting by using regularising words (Asselman et al., 2023). 

Figure 1 XGBoost structure (see online version for colours) 

Training sets

Weak classifier 1

…

Outcome 1

Combined weights

Weak classifier 2

Outcome 2

Weak classifier n

Outcome n

Final outcome
Strong classifier

 

XGBoost’s training method is to step-by-step maximise the goal function (Li et al., 
2022). Assuming that t – 1 rounds of training have already been completed, the present 
model’s prediction value is ( 1)ˆ t

iy −  XGBoost lowers the prediction error by including a 
fresh tree ft(x) with the updated prediction value: 

( )( ) ( 1)ˆ ˆt t
i ii ty xy f−= +  (4) 
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XGBoest aims to reduce the following objective function in every training round: 

( ) ( )( 1)( )

1

ˆ, )Ω(
n

tt
i i

i
t if xy fL l y −

=

= + +  (5) 

XGBoost uses Taylor expansion to do a second-order approximation of the loss function 
therefore optimising the objective function effectively. The objective function’s 
approximate form follows from unfolding the loss function: 

( ) ( ) ( ) ( )2( 1)( )

1

1 Ω
2

ˆ, i

n
tt

i t i i i
i

t ti g f x hL l xy fy f−

=

+ ≈ + +    (6) 
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=

∂
 (7) 
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ˆ
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y y
y

l
h

−∂
=

∂
 (8) 

where gi is the loss function’s first order gradient and hi is its second order derivative. 
XGBoost can rapidly update the tree’s leaf nodes using this gradient information. 

XGBoost builds every tree in the training process by choosing the best split point 
(Demir and Sahin, 2023). XGBoost estimates the gain of every split point to choose the 
best one. The gain g may be stated assuming that the dataset D is split into two subsets DL 
and DR as: 

( ) ( ) ( )2 2 2

1
2

L R

L R

i i ii D i D i D

i i ii D i D i D

g g g
g γ

h λ h λ h λ
∈ ∈ ∈

∈ ∈ ∈

 
 = + + − + + +  

  
  

 (9) 

where γ and λ are regularisation parameters, gi and hi are the first- and second-order 
gradients of sample i in the left and right subsets respectively. XGBoost finds the best 
splitting point by increasing the gain, hence enhancing the tree’s prediction capacity. 

XGBoost further enhances the generalisation of the model by means of row and 
column sampling. Row sampling is the random selection of the training data; column 
sampling is the random selection of part of the characteristics for each tree throughout its 
development. These techniques help XGBoost lower overfitting and improve model 
resilience. 

Furthermore maximised is XGBoost’s computational efficiency. Especially with 
large-scale data, XGBoost may greatly shorten the training time by parallelising the 
calculation and speed the tree development process. Computational efficiency may be 
raised in every training cycle by assigning computing chores to several threads or 
computers. 

XGBoost can avoid overfitting with the previous methods while guaranteeing 
excellent accuracy and effective processing of big-scale datasets. Its ability to swiftly 
create extremely accurate models and perform effectively in several tasks gives it 
benefits. XGBoost’s characteristics help it to be a quite popular tool in data analytics and 
machine learning. 
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2.2 CatBoost 

Based on gradient boosting decision trees (GBDT), CatBoost is a machine learning 
method especially designed for handling of category features (Zhang and Jánošík, 2024). 
CatBoost is able to effectively process category data, minimise information leakage, and 
limit the danger of overfitting by means of its goal coding and sorting algorithms, while 
conventional gradient boosting methods typically need complicated coding of category 
features while processing them (Chen et al., 2024). 

Using the target coding approach, CatBoost transforms category characteristics into 
the average value of the target variable. Assume xi is a category feature; category k values 

( ) ;k
ix  the target coding formula is: 

( )
( )

( )

( ) ( )
1( )

( ) ( )
1

m j k
j i ijk

i m j k
i ij

y I x x
T x

I x x

=

=

⋅ =
=

=




 (10) 

where ( ) ( )( )j k
i iI x x=  is the indicator function-1 when the category feature ( )k

ix  of sample 
j. matches the category value and 0 otherwise-yj is the goal value of sample j. 

CatBoost adds a smoothing mechanism to smooth the coded values of the less 
frequent category features to the global target mean Tglobal, therefore avoiding the 
overfitting of some values in the category features. The smoothing equation is: 

( ) ( )( )
( )

k
k globalik

smooth i
k

n T x λ T
T x

n λ
⋅ + ⋅

=
+

 (11) 

where nk is the frequency of category ( )k
ix  and λ is a smoothing coefficient regulating 

smoothing strength. 
By sorting the category features and leveraging the sorting results to create codes, 

CatBoost prevents the information leakage resulting from conventional coding techniques 
(Nguyen et al., 2024). Every category value ( )k

ix  can be represented as its sorting code: 

( )
( )( )( ) ( )

1( )

m j k
i ijk

i

I rank x x
Rank x

m
=

≤
=


 (12) 

where ( )( )k
irank x  is the ranked position of the category features among all the samples; I 

is an indicator function showing whether the rankings meet the requirement or not. 
CatBoost does each round of decision tree training reducing the gradient loss. 

Assuming a ˆty  current model output and a y objective value, the gradient update formula 
for round t is: 

( )ˆ ,
ˆ
t

t
t

L y y
g

y
∂

=
∂

 (13) 

Usually the mean square error (MSE), or logarithmic loss function, L is the loss function; 
gt is the gradient value. 
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CatBoost builds every tree in training using the best split point (Joshi et al., 2021). 
CatBoost determines whether to split at every turn by computing the gain of every 
feature. The formula determines the gain: 

( )2

1( )
2

ii XGa
g

X
i

λ
n X ∈

 
 =  + 


 (14) 

where X is the subsample following split to avoid overfitting and gi is the gradient of 
every sample. 

CatBoost uses a symmetric tree construction with same node splitting rules at every 
tier (Chowdhury et al., 2024). This construction increases the training efficiency and 
helps each tree’s subtrees to be more balanced. One can depict the tree’s split in the 
following way: 

( )arg max( ) ( )k
k

Split X Gain X=  (15) 

where Gaink(X) is the gain of feature k over the collection of samples X. 
CatBoost gradually adds the result of every tree to the prediction of the current model 

during the training phase; the weighted sum of all the outputs produces the final 
prediction: 

1

ˆ ( )t

T

t
tw f Xy

=

= ⋅  (16) 

where T is the total number of trees; w is the weight of the tth tree; and ft(X) is the tth tree’s 
expected output. 

Through minimising the loss function during training, CatBoost optimises the model 
parameters. The MSE is the often used loss function for the regression work: 

( ) ( )2

1

1ˆ ˆ,
2

n

i i
i

L y y y y
=

= −  (17) 

where ˆiy  is the expected value of the ith sample; yi is the real value; n is the overall 
sample count. 

By effective encoding and optimisation of categorical features paired with the 
framework of GBT, CatBoost essentially increases the processing power on categorical 
data (So, 2024). By use of symmetric tree structure and gain computation, its special goal 
encoding and smoothing methods efficiently lower the danger of overfitting and increase 
the training efficiency of the model. Particularly in structured data processing, Catboost is 
a strong machine learning tool showing exceptional performance in many useful 
applications. 

3 Machine learning based cyber security threat prediction model XG-
CatSec 

For the prediction of cybersecurity hazards in tourist hotels, the XG-CatSec model is 
meant to combine the benefits of two machine learning methods, XGBoost and Catboost, 
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in this chapter see Figure 2. Three core modules comprise the model: a prediction 
evaluation module, a module for data preparation, and a module for model training. 

Figure 2 XG-CatSec model (see online version for colours) 
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3.1 Data preprocessing module 

Data preprocessing is a key component of this module, particularly in cybersecurity 
threat prediction where the data typically consists of a great number of network traffic, 
user behaviours, attack events, and many other types of features, which need to be strictly 
cleaned and transformed to provide effective information for the model. First, this 
method generates features from unprocessed data, particularly from logs and network 
traffic collecting important information. Network traffic could include, for instance, 
timestamps, packet sizes, source IP addresses, destination ports, etc. For further model 
development, feature extraction will standardise and encode these data. This work uses 
normalisation for numerical feature xi to guarantee that all numerical characteristics are 
on the same scale, therefore strengthening the stability of model training. The 
normalisation is obtained assuming that the maximum and minimum values of the 
original feature xi are xmax and xmin, respectively: 

min

max min

i
i

x xx
x x

−′ =
−

 (18) 

Because of their different magnitude, the normalised feature ix′  ranges between [0, 1] 
helps to avoid the unfavourable influence of some features on model training. This work 
uses the one-hot encoding technique to convert every category feature-including source 
IP address and attack type-into a binary feature vector. This guarantees that the category 
data is handled without losing information and helps to prevent the model misreading the 
ordering relationships between categories. 
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3.2 Model training module 

Through a fusion mechanism, these two algorithms complement each other’s strengths 
while separately handle various kinds of features. XGBoost shines in handling numerical 
features; Catboost shines in handling categorical features. XGBoost and Catboost 
respectively apply distinct changes on characteristics in the stage of data preparation. 
They then cooperate via complementarity to optimise their prediction powers. XGBoost 
models numerical features specifically whereas Catboost concentrates on the optimisation 
of categorical features and by processing numerical and categorical data differently, they 
are able to respectively capture various patterns in the data. 

The success of XGBoost and Catboost depends on their cooperation in this module. 
XGBoost’s training mechanism is predicated on the following formula: 

1( ) ( ) ( )Δt t tf x f x η f x−= + ⋅  (19) 

where ft(x) is the projected value of the model in the tth iteration, ft–1(x) is the projected 
value in the previous round, η is the learning rate, and Δft(x) is the improved value in the 
current round, so adjusting the weights of every tree by computing the second-order 
derivative. XGBoost may thus progressively adjust its prediction results for numerical 
features and optimise the prediction of cyber security hazards. 

To further inform the model, the CatBoost model meanwhile concentrates on 
categorical features and converts categorical data into numerical features using a target 
coding method. CatBoost captures the link between category features and target labels by 
encoding every category by computing the target mean value of every category 
throughout the training phase. Assume a category characteristic ( )’sk

ix  target coding to be 
( )( );k
iT x  this is computed as: 

( )
( )

( )

( ) ( )
1( )

( ) ( )
1

n j k
j i ijk

i n j k
i ij

y δ x x
T x

δ x x λ

=

=

⋅ =
=

= +




 (20) 

where ( ) ( )( )j k
i iδ x x=  is an indicator function showing whether category ( )k

ix  exists in 
sample j or not; λ is a smoothing agent used to prevent low-frequency category 
overfitting. Particularly in situations when the category characteristics have high 
dimensionality or are unbalanced, CatBoost is able to handle them more effectively using 
this goal coding strategy. 

Beyond separate modelling, both algorithms produce predictions that will be  
co-optimised by weighted fusion. The final cybersecurity threat prediction in the fusion 
phase combines XGBoost’s forecasts with Catboost’s The weighted fusion formula 
computes the final prediction result ŷ  assuming ˆXGBoosty  as the prediction result of the 
XGBoost model and ˆCatBoosty  as the prediction result of the CatBoost model: 

ˆ ˆ ˆ(1 )XGBoost CatBoosty y y= ⋅ + − ⋅α α  (21) 

Usually tuned by cross-validation, where α is a weighting coefficient controlling the 
fusion ratio of XGBoost and Catboost prediction results. The fused prediction outcomes 
can concurrently exploit XGBoost’s capabilities in numerical feature modelling and 
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Catboost’s strengths in categorical feature modelling, so improving the prediction 
accuracy of the complete model. 

This work also presents a model calibration phase in the fusion technique to improve 
the model performance even more. XGBoost and Catboost have distinct feature types 
respectively, hence, their outputs could differ somewhat. In this example, this work 
adjusts the outputs to be more consistent with the distribution of real labels using a basic 
post-processing technique, calibrated classifier. Assuming ˆrawy  as the starting prediction 
derived by weighted fusion, this work can modify the outcomes using a calibration 
function: 

( )ˆ ˆcalibrated rawy g y=  (22) 

where ˆ( )rawg y  is a calibration function learning from past data that translates the original 
predictions to a more accurate probability space. The calibrated results in cybersecurity 
threat prediction can help to increase the accuracy and resilience of the model and more 
precisely detect possible attackers. 

3.3 Predictive assessment module 

This work focuses on model evaluation utilising criteria including accuracy, precision, 
recall, F1 value, and AUC for the XG-CatSec model. The proportion of accurate 
predictions is measured by accuracy; performance of the model in positive and negative 
sample prediction is assessed by precision and recall; F1 value combines the balance of 
precision and recall; AUC is used to evaluate the classification capacity of the model. 

Covering data preprocessing and the fusion of XGBoost and CatBoost, this chapter 
essentially describes the building process of the XG-CatSec model. By means of data 
cleaning, standardisation, feature selection, interactive feature generation, the data quality 
is guaranteed and a strong basis for the next model training is laid. The cooperation 
between XGBoost and Catboost balances each other in the creation of the fusion model to 
improve the general performance. This section offers a strong instrument for 
cybersecurity threat prediction by means of modular design and effective feature 
processing, hence improving the accuracy and predictive capacity of the model. 

4 Experimental results and analyses 

4.1 Experimental data 

See Table 1 for the NSL-KDD (Network Security Laboratory KDD Cup 1999 Data Set) 
utilised in this investigation. 

Although this dataset was not originally intended especially for the tourist and 
hospitality sector, it offers several kinds of cyber-attacks and sophisticated network 
traffic characteristics that can reasonably replicate attack threats in a general network 
environment. This study will change and map the dataset suitably to simulate  
cyber-attacks that may be faced by tourism and hotel management systems, online 
booking platforms, and IoT devices (e.g., smart door locks, room service devices), so 
adapting it to the task of cybersecurity threat prediction in the tourism and hospitality 
industry. 
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Table 1 NSL-KDD information 

Feature Description 
Attack types Denial of service (DoS), distributed denial of service (DDoS), user to 

root (U2R), remote to local (R2L) 
Dataset size Over 5,000 records 
Record fields Source IP, destination IP, source port, destination port, protocol type, 

etc. 
Main application Network intrusion detection, traffic analysis, threat detection 
Data preprocessing Data standardisation, missing value imputation, feature selection 

4.2 Experimental procedure 

This work will assess the performance difference between the XG-CatSec model and 
conventional machine learning algorithms in cybersecurity threat prediction by means of 
comparative experiments and investigate the contribution of every module in the  
XG-CatSec model to the general performance by ablation experiments. 

First, a comparative experiment exists. With the intention of validating the  
XG-CatSec model in the cybersecurity threat prediction task against other common 
algorithms, this experiment initially compares the XG-CatSec model with many classic 
machine learning techniques. Using the identical training data and preprocessing methods 
– data normalisation and feature selection –XGBoost, Catboost, random forest, SVM, and 
LightGBM – each of which guarantees the fairness and validity of the experimental 
results – are the models chosen for comparison. 

Under complicated assault patterns (e.g., DDoS and U2R), the XG-CatSec model 
clearly demonstrates evident benefits in key metrics like accuracy, precision, recall, and 
F1 value, according to the testing results; its prediction accuracy is thus far greater than 
that of other comparator models. XG-CatSec also shows improved resilience and can 
manage several attack kinds and variations in network traffic characteristics. 

Figure 3 presents the outcomes of this comparison experiment. 
The XG-CatSec model exhibits best results in all measures, particularly in accuracy 

(97.65%) and F1 value (96.43%), which are much better than the other models as the 
table makes clear. Though they both perform better, XGBoost and Catboost – with 
94.35% and 93.82%, respectively – do not fare as well as the XG-CatSec model. 
Particularly in the identification of DDoS and U2R attack types, XG-CatSec shows 
improved accuracy and better recall, and can more precisely recognise these intricate 
assault patterns. 

Furthermore, doing rather poorly with lower accuracy, recall, and F1 values is 
random forest and SVM, particularly in relation to challenging attacks like U2R. This 
implies that while the XG-CatSec model shows notable increases in prediction accuracy 
and robustness by virtue of its merger of the benefits of XGBoost and CatBoost, standard 
machine learning methods may find more difficulties with more sophisticated attacks. 

This work validates the benefits of the XG-CatSec model in the task of cybersecurity 
threat prediction by means of comparison trials, particularly considering several attack 
kinds; its accuracy and robustness are really outstanding. 

Ablation experiments come second here. Several experiments on the XG-CatSec 
model are carried out in this work with an eye toward analysing the contribution of every 
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component of the model to the general performance. Eliminating or replacing one module 
at a time helps one to better grasp the function of every algorithm and determine which 
components are essential to raise robustness and prediction accuracy. 

Figure 3 Results of the comparison experiment (see online version for colours) 
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The first experiment ran removing the XGBoost component and training the model just 
with CatBoost. The aim of this experiment is to investigate if CatBoost can perform 
enough without the XGBoost module in the cybersecurity threat prediction in tourist 
hotels. Comparatively with the whole XG-CatSec model, the relevance of XGBoost in 
the model will be assessed based on the experiment outcomes. 

The CatBoost component is then deleted and XGBoost is the sole tool used. This 
experiment is to investigate the contribution of the CatBoost module to the model 
performance and to evaluate the model performance when just XGBoost is used. One 
may see the benefit of CatBoost for identifying intricate attack patterns by means of 
comparison with the complete XG-CatSec model. 

Furthermore discussed in this work is a feature ablation experiment. This experiment 
removes some elements from the dataset progressively in order to identify which ones are 
absolutely important for the model performance. For instance, one could eliminate 
network traffic characteristics such source IP, target IP, protocol type, etc. to observe if 
these influence the attack pattern identification capability. This helps one to confirm 
which features are most important in enhancing the predictive performance of the model 
and how much the model depends on certain aspects. 

Another crucial ablation experiment is hyperparameter tweaking. In this work, it will 
tweak the hyperparameters of XGBoost and Catboost models, such the depth of the tree, 
the learning rate and the regularisation parameter, etc., and analyse the effects of different 
parameter settings on the model performance. 

At last, this work additionally develops the fusion approach ablation experiment. The 
impacts of several fusion techniques on the XG-CatSec model will be investigated in this 
experiment. Different fusion techniques, such the weighted average approach and the 
stacking method, for instance, can be tested and the most appropriate fusion strategy for 
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the XG-CatSec model will be further verified by means of model performance 
comparison. 

Figure 4 present some of the outcomes of this ablation experiment. 

Figure 4 Results of the ablation experiment (see online version for colours) 
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The data clearly shows that on all measures the XG-CatSec model performs the best. The 
performance of the model declines somewhat following the removal of XGBoost or 
Catboost, particularly in accuracy, precision, and F1 value, so demonstrating the 
significance of both two algorithmic modules for the XG-CatSec model. Particularly 
when some characteristics are eliminated, the performance of the model declines, 
suggesting that the model effect is much influenced by the feature choosing. The 
hyperparameter tuning studies indicate, meanwhile, that suitable hyperparameter values 
can raise the model performance even more. 

5 Conclusions 

In this work, it presents a prediction model based on machine learning (XGBoost and 
Catboost) fusion of cybersecurity threats in tourism hotels, XG-Cat Sec. By means of a 
comparison with the conventional single-algorithm model, this study shows in the 
experimental phase XG-CatSec performs well on numerous indicators like prediction 
accuracy, precision, recall, and so on. rate; recall rate; several more measures. 
Particularly the synergistic effect of XGBoost and Catboost, the ablation experiment 
confirms the function of every module in the model and shows that the fusion of the two 
can considerably increase the robustness and prediction accuracy of the model. 

The XG-CatSec model suggested in this work has certain restrictions even if it 
performs really well in the tests. First of all, there are certain restrictions in the dataset 
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applied for the trials. Though the NSL-KDD dataset is representative, it cannot totally 
cover all the real forms of network attack, particularly some emerging attack patterns. 
Second, the experimental setting of this work is more perfect and free of the impact of 
intricate network environment in practical implementation. Ultimately, even if  
XG-CatSec has been optimised with hyper-parameters, the choice of hyper-parameters 
still requires more careful adjustment depending on the situation in useful applications. 

Future investigations in the following spheres is possible: 

1 Dataset extension and diversity: Future studies should take into account widening  
the spectrum of cyberattacks by including cybersecurity data from several sources, 
therefore augmenting the variation of the dataset. Particularly for the identification of 
unknown assaults, this will enable the model to become more generalised in a 
changeable environment. 

2 Model interpretability and transparency: e Although integrated models often show 
great predictive power, they are frequently complicated and challenging to 
understand. Future studies should concentrate on enhancing the interpretability of 
XG-CatSec models so that they not only correctly identify risks but also offer 
simple-to-understand decision support to enable security professionals make better 
choices and responses. 
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