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Abstract: An image feature extraction technique based on histogram of oriented gradients 
(HOG) technology is proposed as a method for human body detection, while 3D convolutional 
neural networks (3D CNN) technology is combined as a key technology for action recognition. 
And the two are combined to generate 3DHOG assistive technology which is applied to the 
physical education video parsing. The results show that the false recognition rate of 3D CNN 
model in the training set is stable around 0.03, corresponding to a loss of 0.05. The average 
accuracy of each action of 3D HOG model is 96.25%, while the recall rate of the model is 81.2%. 
Its mean absolute error (MAE) value is 1.18% and root mean squared error (RMSE) value is 
0.91%. The 3D HOG model has superior performance and has good application value for action 
detection and recognition of physical education videos. 
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1 Introduction 
In the context of COVID.19, video teaching has become one 
of the main teaching methods in physical education, where 
teachers can record teaching videos and put them online for 
students to download and study (McDonough et al., 2022; 
Hawani 2021). The key problem that how to detect and 
identify the movements should be solved in the video 
teaching of physical education. The human action 
recognition technology needs to implement human body 
detection first. Then the action of the detection target is  
recognised and the next judgment and prediction are made 
(Qin and Liu, 2022; Singh et al., 2022). Human body 
detection technology and action recognition technology 
have been studied more deeply in the fields of  
human-computer interaction and unmanned vehicles. As a 
part of machine learning, deep learning (DL) has better 
applications and research in human detection and action 
recognition (HR-AR). In the current stage of DL research in 
HR-AR, feature extraction and classification can be 
achieved using neural networks and classifiers (Nolasco  
et al., 2022). In different environments, DL can be used as 
the characteristics extract method of human motion, so the 
detection and recognition of human motion can be realised. 
Then the classification model can be used to classify the 
extracted features, so as to improve the accuracy of human 
motion detection and recognition. Researches show that DL 
can be better applied to the detection and recognition of 
human motion in various fields (Stephen et al., 2022). HOG 
technology and 3D CNN technology have been well applied 
in the field of motion recognition. 3D CNN technology is an 
improvement based on 2D CNN technology, which has 
higher recognition accuracy than 2D CNN technology. 
Although these technologies can achieve better feature 
extraction and feature classification in various fields, there 
is less research material on techniques based on human 
detection and action recognition (HR-AR) in physical 
education videos. In this experiment, it is proposed to 
establish 3DHOG technology based on HOG technology 
and 3D CNN technology as an auxiliary technology for 
motion recognition in sports teaching videos. And it 
compares improved method and basic method to prove 
improved method’s performance. In the experiment, 2D 
CNN and 3D CNN were compared, as well as the methods 
in the literature. The model’s misidentification rate, loss, 
accuracy, recall, mean absolute error (MAE), root mean 
square error (RMSE) and other indicators were compared. It 
is hoped to improve the teaching efficiency of physical 
education teachers in daily teaching, while helping students 
identify and fill in gaps in daily learning, and engage in 
better physical education knowledge learning. 

2 Review of the literature 
Human action recognition has a wide range of practical 
applications, and it needs to be built on the basis of human 
body detection. In the research of sports action recognition, 
it is necessary to detect human action first, and then conduct 

action recognition to predict and analyse the next action. 
HOG technique is the main method of feature extraction in 
image processing and has been well studied in the fields of 
power detection, video analysis, etc. (Bai et al., 2022). 
Image feature extraction technology based on HOG is one 
of the main methods to realise human body detection in 
video. Hadjadji et al. (2022), through the improvement of 
HOG technology, can generate static features and dynamic 
features when detecting human falls as supplementary 
information for human fall detection. And the method has 
good performance in human fall detection. The HOG 
technique not only enables the extraction of static and 
dynamic features, but also feature identification and 
accurate classification based on micro features in the 
classification of pulmonary infection of COVID.19 (Dixit  
et al., 2023). This has implications for the improvement of 
human detection methods. It suggests that, when performing 
feature extraction, researchers can integrate microscopic 
features with hand-crafted features to improve the accuracy 
of human detection. Automated human detection system can 
make adjustments according to the changes of factors such 
as lighting conditions in real scenes. On the basis of HOG, 
the human detection system built by Konwar et al. (2021) 
can eliminate the effect of noise caused by image 
background in different environments. And it can perform 
human detection better. In addition, HOG technology has 
good robustness for detecting indoor objects affected by 
obstructions. In the experiment, HOG was used to extract 
features from images and establish image blocks. At the 
same time, SVMs were used in the experiment to classify 
image features and image blocks, which can effectively 
improve the accuracy of the detection model (Lee et al., 
2021a). 

Human action analysis based on visual information is a 
key direction of research in the field of computing. Vision is 
an important component to achieve human action 
recognition. Researchers extract features by processing 
RGB-D information and they build 3D human skeletal 
action recognition networks to improve performance of 
human action recognition models (Barkoky and Charkari, 
2022). Temporal and spatial based skeleton recognition is a 
key direction of research (Kong et al., 2022). Through 
temporal measurements, Koch et al. (2022) detected skeletal 
data. They used search algorithms to combine time 
measurement data information with action recognition 
information. It can be used to measure action recognition in 
human-machine collaboration. CNN complexes have better 
recognition effects in human action recognition. But pure 
CNN complexes have limited recognition effects. So 
researchers improved and optimised the underlying neural 
networks. Long and short term memory networks can 
remember time-dependent sequences. By introducing short-
term and short-term memory networks into CNN, the 
problem of its inability to effectively extract information 
containing temporal features in real-world scenarios can be 
improved (Senthilkumar et al., 2022). The introduction of 
spatio-temporal maps in graph convolutional networks can 
effectively recognise skeleton-based human actions. And 
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some scholars propose to use temporal dilation and spatial 
attention to expand graph convolutional networks. By this 
way, it can extract features in different time and space, 
reduce the influence of noise, etc. And the robustness of 
human action recognition models can be improved 
effectively (Zhang et al., 2022). Image recognition and 
feature extraction can be used for human action recognition 
in video. On this basis, incorporating temporal and spatial 
information for extracting human motion features can 
effectively improve the accuracy of motion recognition. 
Jiang and Zhang (2022) can obtain long-term and short-term 
temporal features by analysing the temporal dimension. 
Also considering the fine-grained spatial dimension, the 
representation of actions in videos can be enhanced. 

From the above study, HOG technology in human 
detection can perform better image feature extraction, which 
lays a good foundation for image classification and action 
recognition. At the same time, the two-dimensional space 
action recognition technology has certain inapplicability at 
this stage. So it can improve the accuracy and effectiveness 
of human action recognition in realistic environment. And 
the effect of adding time dimension and space dimension on 
action recognition can be considered in the research. 
Meanwhile, CNN and image feature techniques are 
common methods and models for human body detection and 
action recognition. So in this experiment, we propose to 
establish 3DHOG technology based on HOG technology 
and 3D CNN technology as an auxiliary technology for 
action recognition in physical education teaching videos. It 
is hoped to improve the teaching efficiency of physical 
education teachers in daily teaching. At the same time, it is 
hoped to help students to check the gaps and make up for 
them in daily learning for better physical knowledge 
learning. 

3 Research on sports teaching action recognition 
technology based on 3DHOG 

3.1 Research on human detection techniques for 
physical education based on HOG and SVM 

In the research of sports teaching action recognition 
technology based on 3DHOG auxiliary technology, it is 
necessary to use corresponding mathematical calculations 
for the research of technical methods. In Section 3, relevant 
methods and techniques are elaborated in detail, and 
corresponding calculation processes are listed for 
establishing the foundation of action recognition 
technology. 

This chapter is based on existing HOG and SVM 
technologies. Due to the susceptibility of these technologies 
to environmental factors during application, the accuracy of 
detection is reduced (Sharma et al., 2022; Boudjit and 
Ramzan, 2022). Therefore, improvements have been made 
to these technologies in this chapter. In the traditional 
human detection technique of HOG and SVM, the whole 
technical process contains two steps. The extraction of HOG 
features from the image is the first step, which are used in 

the classifier for training. The second step is to extract the 
HOG features from the predicted image and input these 
features into a support vector machine (SVM) which has 
been pre-trained to do the classification process. Accuracy 
and effectiveness of human detection is a prerequisite for 
the application of human detection technology. And a single 
human detection method can lead to poor human detection 
in practice due to the influence of external conditions such 
as ambient light. A combination of multiple methods is 
often used in human detection technology. And prior 
knowledge and practical task characteristics are integrated 
to improve the performance of human detection technology. 
In Figure 1, HOG image features are extracted and coarsely 
scored. Then a priori knowledge aggregation is used to 
accurately identify the images to achieve accurate detection 
of the human body. 

Figure 1 Human detector based on segmentation and clustering 
(see online version for colours) 
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Among them, the image segmentation method chooses 
Mean Shift algorithm, the feature extraction method 
chooses HOG, and the classifier chooses SVM. HOG 
technique is often used in computer vision technology for 
the description of local texture features of the image. It can 
be used to obtain the histogram of the local region by 
calculating the gradient information of the local region, 
which is the feature description of the region (Al-Obaidi  
et al., 2020). The feature descriptions of each region divided 
by image segmentation are concatenated to obtain the 
overall feature description of the target image. In the feature 
calculation process of HOG, the target image is first divided 
into regions, and each divided region becomes a cell. Then 
the gradient vector of each cell pixel point is calculated and 
the histogram is divided. Where the division is based on the 
gradient direction and the size of the weight value is 
decided according to the gradient size. Finally, the 
histogram obtained from the division is normalised, and the 
unit of normalisation is one Block. The specific image 
feature extraction steps of HOG are as follows. Firstly, the 
size of the target image is unified as 64*128, the pixel of 
size 8*8 is taken as a cell, and the cell of size 2*2 is taken 
as a block. In the cell grid, a rectangular HOG is used to all 
the blocks overlapped. Next, the colour image of size 8*8 is 
colour space normalised according to a certain ratio, see 
equation (1). 

0.3 0.59 0.11Gray R G B= + +  (1) 

R, G, B denote 3 channels of red, green and blue in the 
image in equation (1). Gray denotes the normalised 
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processed grayscale value. Also to reduce the effect of 
illumination on the blocks, the pixel point i of each cell is 
corrected for processing and the gamma correction in 
equation (2) is selected. 

( , ) ( , )γY x y I x y=  (2) 

In equation (2), γ = 0.5, which denotes the correction factor. 
I(x, y) denotes the size of the pixel value of the pixel point 
(x, y), and Y(x, y) denotes the corrected value. After 
normalisation and correction, the direction and size of the 
pixel gradient for a cell of size 8*8 are calculated. The 
gradient in the horizontal direction Gx(x, y) can be obtained 
by convolving the original image using the gradient 
operator [–1, 0, 1], see equation (3). 

( , ) ( 1, ) ( 1, )xG x y I x y I x y= + − −  (3) 

The gradient in the horizontal vertical direction Gy(x, y) can 
be obtained by convolving the original image using the 
gradient operator [–1, 0, 1]T, see equation (4). 

( , ) ( , 1) ( , 1)yG x y I x y I x y= + − −  (4) 

Then the gradient size in equation (5) can be obtained. 
2 2( , ) ( , ) ( , )x yG x y G x y G x y= +  (5) 

The direction of the gradient in equation (6) can also be 
obtained. 

( , )( , ) arctan
( , )

y

x

G x yθ x y
G x y

=  (6) 

The gradient histograms are then obtained according to the 
gradient direction and the weight size. In order to reduce the 
influence of the light factor on the histogram, it is also 
necessary to normalise it. And the normalisation method 
used in this experiment is L2-norm, which is calculated in 
equation (7). 

2 2
2

vv
v ε

=
+

 (7) 

v denotes the feature vector before normalisation process in 
equation (7). ||v|| is the k-parameter, which usually takes the 
value of 1 or 2. ε denotes a very small value, which is used 
to avoid the case of value 0. Finally, all the data after 
normalisation process are concatenated to form a large 
feature vector as image’s HOG feature vector. SVM can be 
used for various recognition scenario classification of 
human detection techniques in the study. For linearly 
separable classes, SVM can find a plane to separate them 
while maximising the distance between other different 
classes and that plane. For a sample set {x, y} containing 
samples A and B, there exists a hyperplane wTx + b = 0. 
Where xi denotes the set of feature vectors, yi denotes the 
numerical labels of {xi, yi}, and yi∈{1, –1}. This hyperplane 
needs to satisfy yi(wTxi + b)–1 ≥ 0, where b is a constant and 
w is a weight vector. Then the classification interval M is 
denoted by 22 /M w= , and the minimum value of the 

formula 2( ) 2 /φ w w=  can be found if the hyperplane 
formula wTx + b = 0 is satisfied, and this result is the 
optimal classification surface. ϕ(w) is defined as a Lagrange 
function whose expression is given in equation (8). 

( ){ }2

1

1( , , ) 1
2

n
T

i i
i

L w b α w α y w x b
=

= − + −  (8) 

 

 

αi denotes the Lagrange coefficient in equation (8). The 
minimum of the Lagrange function is calculated by solving 
for the partial derivative of the weight vector w and the 
constant b. And the value of this partial derivative is taken 
to be zero, see equation (9). 

( ){ }

1

1

0

0 0

0 1 0

n

i i i
i

n

i i
i

T
i i i

i

L w α y x
w
L α y
b

L α y w x b
α

=

=

∂ =  = ∂
 ∂ =  = ∂
 ∂ =  + − =∂



  (9) 

If equations (8) and (9) and αi ≥ 0 are satisfied, the 
maximum value αi is calculated in equation (10). 

( )
1 , 1

1( )
2

n n
T

i i j i j i j
i i j

Q α α α α y y x x
= =

= −   (10) 

Assuming that the optimal solution in equation (10) is 
calculated as αi

*, then equation (11) and equation (12) can 
be obtained. 

* *

1

n

i i i
i

w α y x
=

=  (11) 

[ ]* * * * *1 (1) ( 1)
2

b w x w x= + −  (12) 

x*(1) and x*(–1) denote the support vectors that are not used 
by the category in equation (12). From the above derivation, 
the optimal classification function in equation (13) can be 
obtained. 

* * * *

1
( ) sgn( ) sgn

n
n
i i i

i
f x w x b α y x x b

=

 = + = + 
 
  (13) 

sgn is a symbolic function in equation (13). In human 
detection technique, HOG technique can ensure the integrity 
of image boundary extraction while preserving the contour 
information better. And SVM technique is simple and easy 
to use and can model the data for classification. The 
combination of the two has better results for human 
detection. So the HOG-SVM algorithm is chosen for feature 
extraction and classification in this study. However, general 
human detection algorithms are prone to incomplete 
detection or missed detection. To improve the accuracy of 
the detection algorithm, the experiments are taken to first 
segment the image. And the HOG features of the suspected 
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human body are extracted. Then the feature data are 
inputted into the SVM1 model for coarse classification 
judgment. Next the secondary clustering is performed based 
on the human body prior knowledge, and the data is input to 
the SVM2 model for fine judgments. Figure 2 represents the 
training process and prediction process of this proposed 
method. 

 

Figure 2 Training process and prediction process of the model 
(a) training process (b) forecast process (see online 
version for colours) 
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3.2 Research on physical education action 
recognition technology based on HOG and 3D 
CNN technology 

For action recognition in physical education, the human 
action has a temporal extension, so 3D CNN is born (Zhao 
et al., 2020). 3D CNN technique can continuously collect 
the sequence information of images during model training. 
And by concatenating consecutive frames in other network 
layers for convolutional processing, feature maps in the 
convolutional layer are obtained. Both spatial and temporal 
dimensions are considered to finally obtain the action 
information in physical education (Banerjee et al., 2020). In 
the previous feature extraction process, the extraction of 
HOG features takes more time when the predicted image 
has a large size, so it is easy to miss or incomplete detection 
in the detection process (He et al., 2020). Therefore, the 
technique is optimised and improved by combining the 
above HOG features with 3D CNN technique in this 
experiment. 3D CNN technique can achieve feature 

extraction from both spatial and temporal dimensions. And 
it can be used for action recognition of video sequences, etc. 
Distinct from the 2D CNN complex, 3D CNN technique can 
be analogised to a cube formed by superimposing multiple 
images. And the cube is used to perform convolution 
operations and feature extraction. In 3D CNN, temporal 
dimension and spatial dimension are the factors that need to 
be considered to obtain motion information. Where the 
neurons at (x, y, z) in the feature map j on the i-th 
convolutional layer are calculated as shown in  
equation (14). 

( )( )( )
( 1)

i i i

xyz pqr x p y q z r
ijij ijk i k

k M p P q Q r R
v f w v b+ + +

−
∈ ∈ ∈ ∈

 = +
  
   (14) 

k denotes the number of features, pqr
ijkw  denotes the weight 

value at the position of (p, q, r), Pi, Qi denotes the 
convolution kernel size, Ri is the time dimension, and bij is 
the feature bias in equation (14). Also due to the weight 
sharing mechanism, the same convolution kernel will get 
the same features. To increase the representation of features, 
multiple types of convolutional kernels are generally 
chosen. In this experiment, the network structure in 3D 
CNN includes 1 input layer, 5 convolutional layers, 5 
pooling layers, 2 fully connected layers and 1 layer of 
Sofmax layer. And the activation function is chosen as Relu 
function. 

Figure 3 Network structure of 3d CNN (see online version  
for colours) 
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For the sampling of action image keyframes in sports 
instructional videos, first it is assumed that the video 
contains a total of N frames, each image sequence contains 
a starting frame, and the number of starting frames is the 
number of training samples that can be obtained. The 
interval size of the samples is set to U in the experiment, 
then the representation of the subscript of the starting 
frames is shown in equation (15). 

{1,1 ,1 2 ,...,1 ( 1) }S U U T U= + + × + − ×  (15) 

The interval size is U = N/T, and T denotes the number of 
keyframe samples in equation (15). To preserve the 
sampling information as much as possible while ensuring no 
information redundancy, the interval of sampling frames is 
set to R. Sample numbers obtained in interval R is L frames. 
Then in equation (16), the subscript representation of the 
sampled frames in sample i can be obtained. 

{ , , 2 ,..., ( 1) }i i i i iC S S R S R S L R= + + + −  (16) 

Si denotes the starting frame subscript in equation (16). 
3DHOG assisted technology is combined with HOG and 3D 
CNN technology. The action recognition algorithm based 
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on 3DHOG assisted technology is taken as the key 
technology for HR-AR. Where the action recognition 
method first needs to extract the image features from the 
image sequence. Then the difference between the features of 
two adjacent frames is calculated and this feature difference 
is treated as a class of HOG image features. The images of 
the same sequence are convolved and pooled in 3D CNN to 
generate the corresponding another class of 3D CNN image 
features. The obtained HOG image features and 3D CNN 
image features are learned in XGBoost, and the final result 
is the action recognition result of the above image sequence. 

Based on the above research methods, further 
performance verification of these methods is needed. The 
commonly used datasets in the field of motion recognition 
include the KTH dataset, UCF101 dataset, and HMDB51 
dataset. These datasets mostly contain videos related to 
sports, which are more relevant to the content of physical 
education teaching. Therefore, in the validation experiment 
in Section 4, the KTH dataset, UCF101 dataset, and 
HMDB51 dataset are selected as the training and prediction 
datasets for the model, and the performance of the model is 
tested and compared. 

4 Simulation analysis of physical education 
action recognition technology based on 3DHOG 

The increase in demand for human action recognition 
promotes the application of datasets in different scenarios, 
and the selection of action recognition datasets can be used 
to calibrate action recognition methods’ performance 
metrics. The 3D CNN model was placed on UCF101 for 
training and optimised using the stochastic gradient descent 
method. With an initial value of 0.002, the learning rate 
decreased to 1/10 of the original value after proceeding to 
the 5th iteration, for a total of 14 training sessions. The loss 
value of the 3D CNN model reaches convergence by the 6th 
round of training, and its accuracy is highest at the 7th 
round, eventually stabilising at about 75.1%. 

The 3D CNN model is put into XGBoost for training in 
the experiment. And the change of false recognition rate and 
loss curve in Fig. 5 can be obtained. With the increase of 
training times, 3D CNN’s false recognition rate in the 
training set and the test set remains basically the same after 
about 60 times of training. 3D CNN’s false recognition rate 
model in the training set is stable at about 0.03, and false 
recognition rate is about 0.21 in test set. The corresponding 
Loss of the 3D CNN model remains at about 0.05 in 
training set, and the corresponding Loss stays around 0.35 
in test set. The Loss of the 3D CNN model gradually 
reaches convergence, indicating that the classification effect 
of the model is real and reliable. 

The action recognition accuracy of 2D CNN model and 
3D CNN model for KTH dataset, UCF101 dataset and 
HMDB51 dataset are given in Figure 6. The model’s 
performance is tested in the KTH dataset, UCF101 dataset, 
and HMDB51 dataset for seven sports: jumping rope, 
playing football, boxing, skateboarding, weightlifting, 
playing basketball, and running. The recognition accuracy 

of each action of the 3D CNN model is higher than that of 
the 2D CNN model. It indicates that the influence of 
temporal and spatial dimensions on action recognition is 
considered in the 3D CNN model in this experiment, and it 
is better for all actions with continuity in sports. 

The confusion matrix, also called the error matrix, is one 
of the measures that can be used for the classification 
accuracy of a classification model. To verify the 
classification effectiveness of the action recognition model 
in this experiment, the confusion matrix of action 
recognition is chosen to be used as a metric for performance 
evaluation. In the confusion matrix, each column of the 
matrix represents the predicted type of action and each row 
represents the true type of action. 3D CNN model’s 
prediction accuracy is overall higher than 2D CNN model. 

To compare the superiority of the 3D HOG model 
proposed in this experiment, a comparison of the different 
methods was performed in the UCF101 dataset. In Fig. 7, 
the action recognition accuracy of the 3D HOG method in 
this experiment is compared with the traditional CNN 
model, 3D CNN, C3D, and HOG+SVM methods (Lee et al., 
2021b; Iftikhar S et al., 2022; Qu et al., 2022; Xu et al., 
2022). For each action, 3D HOG model’s recognition 
accuracy is higher, with an average accuracy of 96.25%. 
Traditional CNN model’s average accuracy is 93.84%, 3D 
CNN model’s average accuracy is 94.96%, C3D model’s 
average accuracy is 95.68%, and HOG+SVM model’s 
average accuracy is 95.53%. 

For the performance evaluation of the different action 
recognition algorithms mentioned above, the more widely 
used evaluation metrics were chosen for this experiment, 
which include Precision (P) and Recall (R). Accuracy 
represents the ratio of the number of samples correctly 
classified by the classifier to the total number of samples for 
a given test dataset. The recall rate represents the ratio of 
the number of correctly classified relationship instances of a 
certain class to the total number of relationship instances of 
a certain class in the test set. The higher the values of quasi 
curvature and recall, the better the classification 
performance of the model. The differences of the metrics 
between the 3D HOG model, the traditional CNN model, 
3D CNN, C3D, and HOG+SVM methods are compared in 
Figure 8. 3D HOG model’s accuracy is 92.5%, and its recall 
is 81.2%, which are the highest among all models, 
indicating the superior performance of the 3D HOG model. 

The Receiver Operating Characteristic (ROC) curve is a 
curve drawn based on a series of different binary 
classification methods (boundary values or determination 
thresholds), with true positive rate (sensitivity) as the 
vertical axis and false positive rate (1-specificity) as the 
horizontal axis. The ROC curve is a comprehensive 
evaluation indicator of accuracy and recall, which can more 
intuitively reflect the performance of the model. The closer 
the ROC curve is to the upper left corner, the larger the area 
under the curve, and the higher the accuracy of the 
experiment. The ROC curves of 3D HOG model, traditional 
CNN model, 3D CNN, C3D, and HOG+SVM methods are 
compared in Fig. 9. Fig. 9(a) shows ROC curve’ validation 
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results and Fig. 9(b) shows the ROC curve’s detection and 
identification results. The area under both the validation, 
detection and identification of the 3D HOG model is higher 
than that of the traditional CNN model, 3D CNN, C3D, and 
HOG+SVM methods, indicating that the 3D HOG model 
proposed in this experiment has better results. 

Average absolute error (MAE) and root mean square 
error (RMSE) indicators are commonly used in the 
evaluation of machine learning models. RMSE represents 
the sample standard deviation of the difference (referred to 
as residual) between predicted and observed values, 

indicating the degree of dispersion of the sample. MAE is 
the average of the absolute error between the predicted 
value and the observed value. The smaller the values of 
MAE and RMSE, the smaller the difference between the 
predicted and true values, indicating higher accuracy of the 
model. The results of MAE and RMSE are shown in  
Figure 10. The average MAE of the 3D HOG model is 
1.18% and average RMSE is 0.91%, lower than the 
traditional CNN model, 3D CNN, C3D, and HOG+SVM 
methods, proving that the results are accurate. 

Table 1 Action recognition confusion matrix of different algorithms in UCF101 dataset 

2D CNN 

Real 
type 

Forecast type 

Sports Skipping 
rope 

Play 
football Boxing Skate Weightlifting Play 

basketball Run 

Skipping rope 0.98 0 0 0 0 0 0.02 
Play football 0.02 0.96 0 0 0 0 0.02 

Boxing 0 0 0.98 0 0.02 0 0 
Skate 0 0 0 0.97 0 0.01 0.02 

Weightlifting 0 0 0 0 0.98 0.02 0 
Play basketball 0 0 0 0 0 0.98 0.02 

Run 0 0 0 0.02 0 0 0.98 
3D CNN 

Real 
type 

Forecast type 

Sports Skipping 
rope 

Play 
football Boxing Skate Weightlifting Play 

basketball Run 

Skipping rope 1 0 0 0 0 0 0 
Play football 0 0.98 0 0 0 0 0.02 

Boxing 0 0 1 0 0 0 0 
Skate 0 0 0 0.98 0 0 0.02 

Weightlifting 0 0 0 0 1 0 0 
Play basketball 0 0 0 0 0 0.99 0.01 

Run 0 0.01 0 0.01 0 0 0.98 

Figure 4 Loss function value and test accuracy results of 3d CNN model (a) loss (b) accuracy (see online version for colours) 
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Figure 5 Change of false recognition rate and loss curve (a) false recognition rate (b) loss (see online version for colours) 
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Figure 6 Action recognition accuracy of 3d CNN in different datasets (a) 2D CNN (b) 3D CNN (see online version for colours) 
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Figure 7 Comparison results of action recognition accuracy of different methods (see online version for colours) 
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Figure 8 Precision and recall results of 3D hog (a) precision (recall) (see online version for colours) 
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Figure 9 Roc curve (a) verification (b) detection and identification (see online version for colours) 
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Figure 10 Comparison of MAE and RMSE (a) MAE/% (b) RMSE/% (see online version for colours) 
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5 Conclusions 
In existing research, HOG technology can perform better 
image feature extraction in human detection, laying a solid 
foundation for image classification and action recognition 
(Hadjadji et al., 2022; Dixit et al., 2023). At the same time, 
the motion recognition technology in two-dimensional 
space has certain inapplicability at the current stage (Koch 
et al., 2022; Jiang et al., 2022). In order to improve the 
accuracy and effectiveness of human action recognition in 
the real environment, the influence of time and space 
dimensions on action recognition can be considered in the 
research. In the parsing of physical education videos, the 
actions need to be detected and recognised. And the 
combination of HOG-based technique and 3D CNN 
technique is proposed for the detection and recognition of 
physical education actions in this experiment. 3D CNN 
model’s false recognition rate is stable around 0.03 in 
training set and 3D CNN model’s false recognition rate is 
stable around 0.21 in test set. The corresponding Loss is 
kept around 0.05 in training set and the corresponding Loss 
is kept around 0.35 in test set. 3D CNN model takes into 
account the influence of time and space dimensions on 
action recognition, which has a good recognition effect on 
continuous actions in sports. Compared with 2D CNN 
model, this model’s prediction accuracy is higher. Each 
action’s average accuracy rate of 3D HOG model is 
96.25%, and its recall rate is 81.2%. 3D HOG model’s 
average MAE value is 1.18%, and its average RMSE value 
is 0.91%, indicating that 3D HOG model’s performance is 
superior. Compared with existing research (Lee et al., 
2021B; Iftikhar et al., 2022; Qu et al., 2022; Xu et al., 
2022), the method proposed in this experiment has better 
accuracy in motion recognition by combining HOG 
technology and 3D CNN technology. The experimental 
results confirm the superiority of the improved method. 
However, in this study, we only discussed the 
characteristics of actions, and it is needed to judge the start 
and end time of actions, which needs to be further improved 
in the future work. Compared to image recognition, the 
proposed action recognition method in this experiment 
considers spatiotemporal information. However, the 
difficulty of action recognition is much greater than that of 
image recognition. The corresponding action recognition 
not only needs to consider the characteristics of the action, 
but also needs to accurately recognise the start and end 
times of the action, which significantly increases the 
difficulty of action recognition. Therefore, it is necessary to 
conduct in-depth research using appropriate datasets. 
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