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Abstract: Emotional evaluations can serve as indicators to guide the 
improvement of online travel service quality. This paper proposes a model 
based on a dual-stream graph attention fusion network. To prevent the 
introduction of noise unrelated to the subject matter, the network encodes the 
aspect texts and integrates them into the image-text embeddings through  
cross-attention mechanisms. Furthermore, the network incorporates a  
dual-stream interactive masking graph neural network to effectively align and 
fuse the deep features of multimodal image and text data. This allows the image 
data and textual data to provide rich supplementary information for each other, 
thereby enhancing the model’s accuracy in sentiment analysis. In simulation 
comparisons with various state-of-the-art methods on real-world multimodal 
travel datasets, the results demonstrate that this approach has reduced the MAE 
and RMSE metrics by 19.86% and 5.26%, respectively, compared to the  
best-performing baseline model. 
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1 Introduction 

The rapid evolution of internet technology has made social media and online platforms 
pivotal conduits for individuals to share travel experiences, articulate emotions, and 
exchange information (Huangxiong et al., 2022). The travel reviews generated by users 
not only offer invaluable insights for prospective travellers but also present the tourism 
industry with opportunities to discern consumer preferences and demands. The wealth of 
emotional information embedded in these reviews is crucial for enhancing travel 
operations and delivering personalised services (Ghazali et al., 2021; Zheng et al., 2023). 

The initial sentiment analysis in the domain of travel reviews was primarily 
conducted on brief textual data. The predominant analytical frameworks encompassed 
techniques like SVM-based analysis (Chen, 2014), RNN-driven approaches (Xiang et al., 
2023; Guo and Jia, 2020), CNN-structured methods (Du, 2022), and BERT-leveraged 
strategies for sequential data examination (Zhu et al., 2024). 

Monomodal sentiment analysis has limitations in terms of information volume, 
contextual supplementation, dynamic capture, causality recognition, and simulation of 
interactions, whereas multimodal sentiment analysis can provide more comprehensive 
and accurate results by integrating information from different modalities (Zhang et al., 
2023a). As a result, multimodal sentiment analysis algorithms for tourism reviews have 
become a research hotspot. However, multimodal sentiment analysis algorithms face two 
key challenges: 

1 multimodal data may contain more noise information, and eliminating this noise to 
prevent negative impacts on sentiment analysis results is a challenge 

2 effectively fusing the features of different modalities in multimodal sentiment 
analysis, preserving the semantic integrity of each modality, and achieving robust 
integration between them is a significant challenge. 

To address these issues, this paper introduces a dual-stream graph attention fusion 
network for tourism review sentiment analysis, with the following innovations: 

1 In response to the scarcity of sentiment analysis corpora in the tourism domain that 
integrates images and text, this paper constructs a dataset by scientifically scoring the 
sentiment analysis of six aspects of travel image-text reviews collected from the web, 
combined with the project background. 

2 During the feature extraction process, the multi-head cross-attention mechanism 
within the dual-stream framework fuses aspect-class embeddings with image-text 
embeddings, effectively avoiding the introduction of noise from image-text 
information unrelated to the aspect. 

3 During the feature extraction process, a dual-stream multi-layer graph attention 
network is utilised to integrate deep features of image-text pairs. In this approach, 
each stream branch employs an adjacency matrix derived from the dot product of 
image-text features; however, the order of the dot product differs. 
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2 Literature review 

In the realm of aspect sentiment analysis, the research areas closely related to it primarily 
include text sentiment analysis and multimodal sentiment analysis. The following 
sections will introduce the current state of research in these three domains over recent 
years. 

2.1 Text sentiment analysis 

The task of sentiment analysis in text involves inferring the emotional polarity associated 
with a specific aspect category from a given text. In this process, recurrent neural 
networks and conventional attention mechanisms are predominantly employed to 
autonomously acquire semantic characteristics of both the context and the aspectual 
terms. Tang et al. (2015) proposed a bidirectional target-dependent sentiment 
classification model based on LSTM, which is capable of considering contextual 
information from both left and right directions, thereby better comprehending the 
semantic relationships and emotional tendencies within a sentence. Tang et al. (2016) 
proposed a deep memory network (MemNet) for aspect-level sentiment classification that 
deduces emotional tendencies by calculating the significance of each contextual word. 
Compared to SVM and LSTM models, this approach shows a significant enhancement in 
efficiency. Ma et al. (2017) introduced an interactive attention network (IAN) for  
aspect-level sentiment classification that leverages interactive learning to concurrently 
focus on context and target, generating distinct representations for both, which enhances 
the model’s ability to grasp the relationship between target words and context. Chen et al. 
(2017) proposed a recurrent attention network on memory (RANM) for aspect-level 
sentiment analysis. This model enhances its ability to capture emotional features within 
complex sentence structures by nonlinearly integrating the outputs of multiple attention 
layers. Gu et al. (2018) utilised an attention mechanism to focus on the semantic 
relationship between aspect terms and sentences. Song et al. (2019) proposed a novel 
model that can circumvent the use of RNNs and employs an attention mechanism to 
model the relationship between context and targets. However, these approaches have not 
taken into account the interaction between aspects and context. Gao et al. (2019) 
introduced three BERT-based models that leverage BERT’s powerful semantic 
representation capabilities and the positional information of target words to obtain  
target-related feature vectors. By adding the target word as a special token to the input 
sequence, the model enhances the target information, thereby improving the effectiveness 
of sentiment classification. Xu et al. (2020) employed global and local attention to 
capture different granularity interaction information between aspects and context. Wu  
et al. (2020) proposed a relative position encoding layer that integrates the positional 
information of a given aspect word and uses an aspect attention mechanism to consider 
the semantic relationship between aspect words and context words. Alshuwaier et al. 
(2022) focused on a systematic literature review of deep learning methods for emotion 
analysis based on documents, providing a brief overview of the latest developments in 
emotion analysis technology and the application of deep learning in the field of document 
analysis, as well as assessments and enhancements. Shi et al. (2023) proposed a joint 
learning approach for cross-domain aspect term extraction based on soft prompts, which 
combines external linguistic features and employs multi-objective learning to bridge the 
gap between domain-invariant representations of source and target domains, 
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compensating for the disparities in aspect term distributions across different domains. 
Atchariyachanvanich et al. (2024) employed an enhanced classification model that 
integrates XGBoost and Lasso techniques, augmenting it with 33 innovative features – 
including textual elements, sentiment-informed characteristics, and dictionary-based 
attributes such as herbal medicines, fruits, and vegetables – to pinpoint the objectives of 
articles. This strategy aims to elevate the precision of detecting counterfeit news in the 
health and medical sectors on websites that are in the Thai language. Luo (2024) 
introduced a text-sensitive analysis model known as BERT-CNN-AbiLSTM. This model 
refines the TextCNN component, enhancing the extraction of local features and 
optimising the feasibility of the model. Li (2024) proposed an emotion analysis method 
based on a teaching evaluation sentiment dictionary. This approach incorporates parallel 
relationships and similarity calculations, and designs a multi-level polarity recognition 
strategy for emotional words, thereby enhancing the performance of sentiment analysis. 

In recent years, research on tourism has proliferated both domestically and 
internationally, and sentiment analysis based on text within the tourism field has garnered 
the attention of scholars. For instance, Paolanti et al. (2021) introduced a joint multi-grain 
topic sentiment model that effectively captures consumers’ emotional tendencies by 
analysing multiple semantic levels of online reviews simultaneously. Borrajo-Millán  
et al. (2021) introduced a method leveraging text mining and sentiment analysis to 
evaluate the performance of tourism destinations and explores its implications for the 
sustainability of these destinations. Fang et al. (2022) presented an ELECTRA-based 
model for sentiment analysis of tourist attraction reviews, enhancing the accuracy of 
sentiment classification by leveraging ELECTRA’s ability to capture contextual and 
target-specific semantic features. 

2.2 Multimodal sentiment analysis 

Multimodal sentiment analysis through the integration of various modalities can provide 
more comprehensive and accurate results than single-text sentiment analysis, becoming 
the mainstream of today’s sentiment analysis algorithms. In the realm of image-text 
sentiment analysis, the integration strategy of visual and textual elements is crucial for 
addressing the challenges of sentiment analysis tasks. Numerous early studies (Poria  
et al., 2016; You et al., 2017) employed feature-level fusion for learning image-text 
features, which simply concatenated the two types of features to form a longer feature 
vector. However, this approach fails to capture the interrelations and differences between 
images and text, potentially losing some valuable information. To address this issue, 
researchers have initiated the use of decision fusion and hybrid integration methods to 
combine multimodal features, for instance (Truong and Lauw, 2019) that visual 
information aids in pinpointing significant sentences within textual content. 
Consequently, they leverage an attention mechanism to employ image data as an 
alignment tool to highlight crucial sentences in the document, introducing an attention 
network focused on the visual aspect. Chen et al. (2018) introduced a deep fusion 
convolutional neural network designed to concurrently learn emotional representations 
from both text and images, merging the two modalities at the pooling layer. Xu et al. 
(2019a) proposed a bidirectional multi-level attention model (BDMLA) that integrates 
regional features of images with multiple semantic levels of text, utilising an attention 
mechanism to align the important sentences in the document. This model employs both 
an image attention network and a semantic attention network, thereby effectively aligning 
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the multimodal information. Xu et al. (2019b) proposed a multimodal sentiment analysis 
task that focuses on image and text, and introduces a multi-interactive memory network 
model (MIMN) that captures interactions between the two modalities and within a single 
modality, but overlooks the characteristics of image-text data. Nan et al. (2018) introduce 
a multimodal sentiment analysis approach that utilises a co-memory network to integrate 
textual and visual information, thereby enhancing the precision of sentiment recognition. 
Yu and Jiang (2019) enhanced BERT’s capabilities for target-oriented sentiment analysis 
by adding a target attention mechanism to align textual targets with visual content from 
images, resulting in improved sentiment classification for targets in multimodal data. 
Khan and Fu (2021) proposed a method that leverages object-aware transformers to 
translate images and generate text, which is then used to enhance the sentiment analysis 
of targets in multimodal data, achieving state-of-the-art performance without modifying 
BERT’s architecture for multimodal inputs. Wang et al. (2023) introduced an efficient 
multimodal transformer that enhances the accuracy of multimodal sentiment analysis 
through adaptive modality weighting. This study incorporates a multimodal adaptive 
weighting matrix to allocate appropriate weights to each modality based on its 
contribution to sentiment analysis. Zhang et al. (2023a) introduced an innovative 
approach to multimodal sentiment analysis known as the adaptive modality-specific 
weight fusion network (AdaMoW), aimed at enhancing the precision of multimodal data 
integration. During the training phase, this method leverages correlation analysis to 
assign weights to each modality, employing a weight-mapping network to learn these 
weights. Li et al. (2024) introduced an innovative approach to multimodal sentiment 
analysis known as the adaptive token selection and fusion network (ATSFN), which aims 
to enhance the accuracy of sentiment analysis by dynamically selecting and fusing 
informative tokens from multimodal data. 

In recent years, multimodal sentiment analysis has also been widely applied in the 
field of tourism reviews, for instance (Zhang et al., 2023b) introduced a multimodal 
sentiment analysis method (TBGAV) based on images and text, which enhances the 
accuracy of sentiment analysis in tourism reviews through three modules: image 
sentiment extraction, text sentiment extraction, and image-text fusion. Chen and Fu 
(2024) introduced an advanced multimodal sentiment analysis approach for tourism 
reviews, which combines BERT and Text-CNN models for text feature extraction and 
utilises ResNet-51 for image feature extraction, while incorporating an attention 
mechanism to enhance the correlation between modalities. 

This paper also takes the multimodal data of text and images as the basis, designing a 
dual-stream graph attention fusion network for sentiment analysis of travel reviews. This 
method not only effectively utilises aspect-based embedding information to eliminate 
noise in text and images but also introduces a novel multimodal fusion approach: the 
dual-stream interactive masked graph attention network. This approach allows image data 
and text data to modulate each other’s hidden features through a masked adjacency 
matrix, thereby unearthing more useful complementary information. 

3 Dataset construction 

In the current landscape, research into sentiment analysis within the tourism sector, 
especially concerning visual and textual content, is only just beginning. The dearth of 
corpus resources is a pivotal issue confronting such studies. To implement sentiment 
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analysis focused on visual and textual elements in the tourism industry, it is imperative to 
gather and annotate pertinent data, thereby improving the model’s capacity to understand 
and categorise the emotions expressed in reviews. This article offers a valuable data asset 
for research in this area by establishing a dataset for sentiment analysis that encompasses 
visual and textual aspects of tourism. The specific steps are as follows: 

1 Dataset crawling and preprocessing. 

 By scraping online travel websites, a dataset of travel-related image-text reviews was 
constructed, comprising 1,467 tourist attractions and 42,450 image-text reviews. 
Subsequently, duplicate reviews and repetitive descriptions within the reviews were 
eliminated, retaining only unique entries. Additionally, comments unrelated to travel 
and irrelevant symbols in the data were removed. 

2 Determine the category of aspects 

 Through the analysis of travel reviews, it was found that some comments not only 
contain content from multiple aspects but may also exhibit differences in emotional 
tendencies. Therefore, by analysing the data from travel reviews, this paper defines 
six aspect categories: ambiance, admission fee, management, transportation, 
entertainment, and recommendability. 

3 Data annotation 

 For the data preprocessed in Step 1, manual annotation was conducted. The aspects 
involved were tagged and statistically analysed. The results are presented in  
Figure 1. 

Figure 1 Tourism review aspect statistics (see online version for colours) 

  

As can be seen from Figure 1, sentences containing two or more aspects account for 
56.58% of the total dataset, those with a single aspect represent 42.96% of the total 
dataset, and those with missing aspects constitute 0.46% of the total dataset. This paper 
employs a manual annotation method to label the aspect categories and sentiment polarity 
in travel reviews. If a review contains n aspect categories, the review is duplicated n 
times, with only one aspect category retained in each copy and its corresponding 
sentiment polarity annotated. To more finely express the emotional intensity of the 
reviews, we rate the emotions for each aspect on a scale from 0 to 1, with the strength of 
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emotional sentiment represented by different scores. The specific implementation 
involves five annotators who independently label the data. After the annotation is 
completed, the maximum and minimum values are discarded, and the average of the 
remaining three values is taken as the emotional score for each aspect. 

4 Methodology 

The task of aspect-based sentiment analysis within the multimodal context of text and 
images can be formally defined as: Let the textual input features be represented by  
T = (T1, T2, ∙∙∙, Tl) and the visual input features by I = (I1, I2, ∙∙∙, Ip). The goal is to develop 
a model that forecasts the sentiment score for a specified aspect term A = (A1, A2, ∙∙∙, Ac). 
In this context, l indicates the number of text input features, p denotes the number of 
image input features, and c is the number of aspects. The overall architecture of the  
dual-stream graph attention fusion network’s aspect-based sentiment analysis model 
designed in this paper is depicted in Figure 2, encompassing the multimodal feature 
acquisition, multimodal feature fusion and sentiment analysis classifier. 

4.1 Multimodal feature acquisition 

For extracting text features, Yake, an efficient keyword extraction tool, first identifies the 
top l keywords. It assigns them a score that takes into account n-gram frequency, the 
terms’ distribution rarity, and their positional weight. Following this process, the initial 
text embedding is obtained by embedding each keyword using the pre-trained BERT 
model: 

( )lT lH BERT T=  (1) 

where Tl represents the original input feature for the lth keyword, while lTH  denotes the 
corresponding embedding for the same keyword in the text. BERT, which stands for 
bidirectional encoder representations from transformers. Central to the BERT model is 
the transformer architecture, which learns deep text representations through extensive 
pre-training on large text corpora (Devlin et al., 2019). 

For extracting image features, the initial step involves dividing the image into several 
fixed-sized segments through a patching technique, facilitating subsequent operations like 
feature extraction or analysis. Given an original image dimensioned at (H, W, C), with 
each segment, or patch, measuring (h, w, c) and a stride of s, the equation to determine 
the total number of resultant patches, denoted as p, is as follows: 

2
( )( )

( 1)
H h W wp

s
− −=

+
 (2) 

To acquire the initial image embedding, each patch’s features are fed into the trained 
vision transformer (VIT) model (Dosovitskiy et al., 2020): 

( )pI pH VIT I=  (3) 

where Ip denote the original feature of the image’s pth patch, while pIH  represents its 
corresponding embedding. 
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Figure 2 The structure of dual-stream graph attention fusion network (see online version  
for colours) 

 

For extracting aspect features, this paper still carries out initial text embedding for each 
aspect through BERT network: 

( )cA cH BERT A=  (4) 
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where Ac represents the original input feature for the cth aspect, while cAH  denotes the 
corresponding embedding for the same aspect. 

4.2 Multimodal feature fusion 

After obtaining the initial embeddings of multimodal features, this paper first integrates 
the aspect category embedding with text embedding and image embedding respectively 
through a dual-stream cross-attention network. 

( )

( )

max

max

TQ K
A TT T V

T T TK
T

TQ K
A II I V

I I IK
I

H W H W
Z Soft H W

D

H W H W
Z Soft H W

D

  
  =
  
  


 
 =
   

 (5) 

where ZT and ZI are respectively the text features and image features that have integrated 
aspect embedding; , ,Q K

T TW W  and V
TW  are respectively the weights of the linear layers 

for cross-attention on the text branch; while , ,Q K
I IW W  and V

IW  are the weights of the 

linear layers for cross-attention on the image branch; 1 K
TD  and 1 K

ID  are the 
scaling factors for cross-attention on the text and image branches, respectively. By 
determining the correlation between aspect-based features and both textual and visual 
features through dot product, it is possible to effectively suppress irrelevant text-image 
information. 

Subsequently, the integrated textual and visual features are processed through  
two-layer normalisation and a feedforward neural network, with each layer normalisation 
followed by a residual shortcut: 

( )( )
( )( )

1

1

T T T

I I I

E Norm Norm Z T W

E Norm Norm Z I W

 = + +   


= + +   
 (6) 

where T and I denote initial text embedding and image embedding respectively, Norm(∙) 
denote the layer normalisation operation, which is intended to mitigate internal covariate 
shift and expedite the rate of convergence: 

( )( )
( )

X E XNorm X γ
Var X ε

−= +
+

β  (7) 

where E(X) and Var(X) represent the expected value and variance of the input feature X, 
while γ and β are the learnable scaling and shifting parameters. 

Finally, a dual-stream interactive mask graph attention network is employed to 
integrate deep textual and visual features from both branches. In the textual branch, the 
hidden features of all key terms form a graph structure, and in the image branch, the 
hidden features of all small patch images form a graph structure as well. The adjacency 
matrix is obtained through the dot product of the hidden features from the two branches, 
but the order of the dot product is reversed. 
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( ) ( )( )

( ) ( )( )

max

max

T

I

TG G
T TT T T G

T T TI T
E

TG G
I II I T G

I I IT I
E

E W E W
G Soft Mask Sigmoid E E E W

D

E W E W
G Soft Mask Sigmoid E E E W

D

  
  = ⊗
  
  


 
 = ⊗
   

 (8) 

where GT and GI denote the output features of dual-stream interactive mask graph 
attention network, G

TW  and G
IW  denote the linear weights of the graph attention network 

in the text branch and the image branch respectively, T
T IE E  and T

I TE E  respectively 
obtain the adjacency matrices of the text and image graph structures, Mask(∙) refers to the 
masking operation: 

( ) [ , ], if [ , ]
[ , ]

0 otherwise     
X i j X i j ζ

Mask X i j
≥

= 


 (9) 

where ζ indicates a mask threshold. 

4.3 Sentiment analysis classifier 

After acquiring dual-stream multimodal fusion features, this paper utilises a sentiment 
analysis classifier to obtain the final aspect score. Initially, the dual-stream fusion 
features are concatenated; subsequently, a multilayer perceptron is employed to adjust the 
dimension of the concatenated features, aligning it with the number of categories in the 
aspect. Finally, a Softmax activation function is applied to derive the scores for each 
aspect: 

( )max T IS Soft MLP G G =    (10) 

5 Experimental analysis 

All experiments in this article were conducted on a computer equipped with an Nvidia 
GeForce RTX3090 GPU. 

5.1 Parameter setting 

For images, this paper adjusts their size to 224 × 224 pixels, using 32 × 32 pixels  
as the size of each patch, resulting in 49 patches, and utilises VIT to obtain a  
49 × 256-dimensional image feature vector; for the text model, the number of keywords 
is selected to be 16, and BERT is used to obtain a 16 × 256-dimensional text feature 
vector; for the aspect vector, BERT is employed to acquire a 6 × 256-dimensional aspect 
feature vector; for the dataset, it is divided in an 8:1:1 ratio to obtain the training set, 
validation set, and test set; for training hyperparameters, the learning rate is set to 1e-5, 
the batch size is set to 4, dropout is set to 0.3, the number of attention heads is set to 2, 
and the optimiser used is Adam. 
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5.2 Baseline models setting 

To validate the superiority of our designed approach, we will compare it with eight 
advanced baseline models that are deeply studied, including LSTM (Tang et al., 2015), 
MemNet (Tang et al., 2016), IAN (Ma et al., 2017), and RAMN (Chen et al., 2017) as 
unimodal text models; co-memory (Nan et al., 2018), MIMN (Xu et al., 2019a), 
AdaMoW (Zhang et al., 2023b) and ATSFN (Li et al., 2024) as multimodal image-text 
models, with detailed descriptions of each baseline model provided in Table 1. 
Table 1 The detailed descriptions of each baseline model 

Text-only 
modality 

LSTM Long short-term memory (LSTM) is a type of recurrent neural 
network (RNN) that is capable of learning long-term 
dependencies in sequential data. It is particularly effective for 
text sentiment analysis as it can capture contextual information 
over long sequences. 

 MemNet Memory network (MemNet) is a deep learning model that uses a 
memory component to store and retrieve information. It 
explicitly considers the importance of each contextual word in 
determining the sentiment polarity of a given aspect.  

 IAN Interactive attention network (IAN) models both the target 
(aspect) and context separately and uses attention mechanisms to 
interact between them. This allows the model to generate target-
related context representations and context-related target 
representations. 

 RAMN Recurrent attention network on memory (RAMN) is a memory-
based model that uses attention mechanisms to capture the 
relationship between the target and context. It nonlinearly 
integrates multiple attention layers to enhance sentiment 
classification. 

Image-text 
multimodality 

Co-memory Co-memory network uses two memory units to store visual and 
textual features separately. It employs attention mechanisms to 
update and access the memory, allowing for the integration of 
multimodal information. 

 MIMN Multi-interactive memory network (MIMN) includes three 
memory units for aspect, text, and image features. It uses 
attention mechanisms and nonlinear combinations to update and 
read memory, capturing interactions between modalities. 

 AdaMoW Adaptive modality-specific weight fusion network (AdaMoW) 
adaptively assigns weights to each modality based on its 
contribution to sentiment analysis. It uses a weight-mapping 
network to learn the optimal weights for each modality. 

 ATSFN Adaptive token selection and fusion network (ATSFN) 
dynamically selects and fuses informative tokens from 
multimodal data. It estimates the unique contribution of each 
modality to emotional tendencies, enhancing the accuracy of 
sentiment analysis. 

To validate the superiority of our proposed dual-stream graph attention fusion network, 
we compare it with eight advanced baseline models. These models were selected to 
represent a range of approaches, from traditional text-only models (LSTM, MemNet, 
IAN, RAMN) to state-of-the-art multimodal models (co-memory, MIMN, AdaMoW, 
ATSFN). The text-only models provide a baseline for understanding the improvements 
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brought by incorporating multimodal data, while the multimodal models demonstrate the 
effectiveness of different fusion strategies. By comparing our model to these baselines, 
we can comprehensively evaluate its performance in terms of both accuracy and 
robustness. 

5.3 Performance superiority analysis 

Commencing with an examination of the accuracy for all recommendation models, the 
mean absolute error (MAE) and root mean square error (RMSE) are the parameters for 
gauging performance. 

( )

1

2

1

1 ˆ

1 ˆ

test

test

E

i i
test i

E

i i
test i

MAE y y
E

RMSE y y
E

=

=


= −



 = −





 (11) 

where E refers to the count of samples in the test set, where y is the true score and y′ is 
the estimated score. The performance of the model is gauged by the MAE and RMSE, 
which quantify the prediction errors; lower values of these metrics indicate higher model 
accuracy 
Table 2 The sentiment score error on different models 

Data type Model MAE RMSE 
Text LSTM 2.231 2.753 
 MemNet 1.691 2.145 
 IAN 1.617 2.053 
 RAMN 1.749 2.261 
Text+Image Co-Memory 1.323 1.608 
 MIMN 1.271 1.537 
 AdaMoW 1.202 1.457 
 ATSFN 1.183 1.312 
 Ours 0.948 1.243 

From Table 2, it is evident that LSTM performs the poorest, likely due to its failure to 
leverage aspect-category word information. In contrast, MemNet, IAN, and RAMN 
utilise attention mechanisms to extract information from the given aspect text. Compared 
to single-text modal methods, the model designed in this paper integrates image data, 
allowing for a multi-level fusion of aspect information and image-text information, 
thereby preserving more and more important aspect-category sentiment information. 

The performance of the model proposed in this paper also surpasses other methods 
that incorporate image data. The Co-memory method and the MIMN method are similar 
to MemNet, but the MIMN method uses an aspect-guided attention mechanism to 
generate attention vectors for text and images, which performs better than co-memory. 
AdaMoW employs an adaptive weight fusion strategy, while ATSFN utilises an adaptive 
token selection strategy to adaptively select and integrate information from different 
modalities to enhance the accuracy of sentiment analysis. Compared to other baseline 



   

 

   

   
 

   

   

 

   

    Sentiment analysis for tourism reviews based on dual-stream graph 129    
 

    
 
 

   

   
 

   

   

 

   

       
 

models, their performance tends to be better. The model designed in this paper not only 
effectively integrates aspectual features into the visual-textual features but also reduces 
the redundant information in the individual deep features of images and text through a 
novel graph neural network, thereby achieving higher accuracy compared to these 
baseline models. 

5.4 Ablation experiment 

To verify the performance of various components of the model, this paper designs three 
ablation models for performance comparison with the original model. The specific 
descriptions of the ablation models are shown in Table 3. 
Table 3 The detailed descriptions of each ablation model 

Ablation model 1 Based on the original model, the branch for image data processing is 
removed, relying solely on the text unimodality for feature extraction. 

Ablation model 2 Based on the original model, the aspect-category interaction with  
image-text features is removed, and the cross-attention is replaced with 
self-attention. 

Ablation model 3 Based on the original model, the inter-branch interaction mask attention 
network component is removed. 

Figure 3 The score errors of the model vary with the number of patches, (a) the MAE  
(b) the RMSE (see online version for colours) 

 
(a) 

 
(b) 
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From Figure 3, it is evident that the error for each ablation model increases compared to 
the original model, indicating that each removed component plays a positive role in the 
model’s performance. The increase in error is highest for ablation model 1, which 
removes the image data processing branch, suggesting that the visual modality provides 
significant supplementary information to the text, enhancing the model’s ability to 
capture sentiment more accurately. The increase in error is lowest for ablation model 2, 
which removes the aspect-category interaction with image-text features, indicating that 
while the cross-attention mechanism is important, its impact on performance is relatively 
less compared to the image data processing branch. Finally, ablation model 3, which 
removes the inter-branch interaction mask attention network, shows a moderate increase 
in error, highlighting the importance of this component in dynamically aligning and 
integrating features from both modalities. 

5.5 Key parameter selection 

The innovative approach presented in this paper is characterised by three fundamental 
parameters: the number of patches p, the number of keywords l, and the mask threshold ζ. 
Figure 4’s panels (a), (b), and (c) respectively depict the model’s error as p varies, the 
model’s error as l varies, and the model’s error as ζ varies. 

Initially, it can be observed that as p and l increase, the model’s error gradually 
decreases. However, when p reaches 36 or l reaches 16, the rate of error reduction 
becomes very slow. This indicates that the model’s performance plateaus within a certain 
range for p and l, and further increasing these values to avoid computational waste is 
unnecessary. Conversely, as ζ increases, the model’s error also increases incrementally. 
The error does not change significantly when ζ rises from 0.1 to 0.3. However, when ζ 
continues to increase beyond 0.3, the rate of error increase accelerates. This suggests that 
a minor increment in e has a negligible impact on the method’s analytical performance. A 
substantial increase in ζ, however, can lead to more information being obscured, resulting 
in a decline in model performance. 

Figure 4 The score errors of the model with the change in different parameters, (a) with the 
change in the number of patches (b) with the change in the number of keywords  
(c) with the change in the number of mask threshold (see online version for colours) 

  
(a) 
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Figure 4 The score errors of the model with the change in different parameters, (a) with the 
change in the number of patches (b) with the change in the number of keywords  
(c) with the change in the number of mask threshold (continued) (see online version  
for colours) 

 
(b) 

  
(c) 

6 Conclusions 

This paper addresses the issue of data scarcity in the tourism domain’s image-text 
sentiment analysis task by crawling web data to construct a tourism image-text  
aspect-based sentiment analysis dataset. In response to the image-text aspect-based 
sentiment analysis task, this chapter proposes a dual-stream graph attention fusion 
network that deeply explores the interrelationships and influences between aspects and 
image-text data. Initially, aspect information is integrated with image-text information 
through a cross-attention mechanism. Subsequently, an interactive mask graph attention 
network is utilised to deeply fuse image-text features. This approach not only enables 
image-text data to provide rich supplementary information to each other but also prevents 
the introduction of aspect-irrelevant information. Experiments conducted on real datasets 
demonstrate that the proposed model outperforms other comparative models. 
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