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Abstract: In order to improve the recommendation effect of learning resources, 
this paper designs an online mobile learning resource recommendation method 
based on deep reinforcement learning. Firstly, the similarity between learners 
and learning resources, and the similarity between learners’ search preference 
results and learning resources are calculated. Secondly, based on the results of 
similarity calculation, a multi-agent deep reinforcement learning network is 
designed, which includes a recommendation agent and a classification agent. 
Finally, according to the learners’ interest preferences (states) of different 
learning resources, the online mobile learning resources (execution actions) are 
recommended to the learners, and the final recommendation scheme is obtained 
through the recommendation agent. According to the experimental results, the 
maximum recommendation result hit rate of this method is 95.5%, and the 
highest average ranking degree is 0.926, indicating that the recommendation 
effect of this method is better. 
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1 Introduction 

The development of Internet technology has promoted the optimisation of educational 
environment, accelerated the reform process of traditional learning model, and provided 
strong technical support for the development of online autonomous learning and mixed 
teaching model. At present, online mobile learning is becoming more and more popular, 
which provides an effective way for more learners to learn (Chen and Jing, 2020). 

The establishment of online mobile learning resources with rich content is the main 
driving force for the development of education industry informatisation. At present, the 
establishment of various online mobile learning platforms provides learners with 
sufficient and rich learning materials, so that learning is no longer restricted by 
geographical and time factors (Hu and Zhou, 2021). However, due to the increasing 
number of learning resources, it is increasingly difficult for learners to choose appropriate 
learning resources according to their own interests and preferences. Therefore, it has 
become an urgent priority for online mobile learning platforms to reasonably recommend 
learning resources that meet the actual needs of learners (Yang et al., 2020). 

In Nie (2020), a learning resource recommendation method based on behaviour 
analysis is designed. Based on the establishment of the learner-learning resource score 
matrix, the method collects the browsing and downloading behaviour data of learners in 
real time. After real-time normalised and fused processing of the data, the 
recommendation list is established through the collaborative filtering process. Although 
this method is not limited by the number of learning resources, it is easy to confuse data 
categories in the process of normalised fusion processing, resulting in poor 
recommendation effect. In Dong (2021), a learning resource recommendation method 
based on knowledge graph is proposed. After the subject knowledge graph is established, 
mathematical models are established respectively for learning resources and learners’ 
interests, and the correlation degree of knowledge points covered by learners’ interests, 
knowledge base and learning resources is taken as the optimisation objective. Multi-
objective particle swarm optimisation algorithm is used to solve the model and output the 
recommendation sequence. However, in practice, it is found that this method has the 
problem of low recommendation result hit rate. In Fan et al. (2020), multi-layer 
perceptron is used to combine user interest features with matrix vectors of learning 
resource features, and then an improved deep neural network structure is designed to 
output the final recommendation result. Although this method has a good effect on the 
solution of cold start, its recommendation results rank low, resulting in low acceptance of 
learners. 

In view of the above problems, this study designed a new online mobile learning 
resource recommendation method based on deep reinforcement learning. The design 
ideas are as follows: 

Firstly, the similarity of preference features between different learners, the similarity 
between different learning resources, and the similarity between learners’ search 
preference results and learning resources are calculated respectively. 

Then, a multi-agent deep reinforcement learning network is designed, which includes 
a recommendation agent and a classification agent. In the classification agent, the fusion 
results of learner preference features are obtained by inputting learner preference feature 
test samples. In the recommendation agent, the learner’s interests, preferences and 
download records observed by the recommendation agent are input, and the learning 
resources to be recommended are output. 
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Finally, according to the learners’ interest preferences (states) of different learning 
resources, the online mobile learning resources (execution actions) are recommended to 
the learners, and the final recommendation scheme is obtained through the 
recommendation agent. 

2 Similarity calculation 

2.1 Similarity calculation between learners 

For online mobile learning resources unknown to users, cosine similarity should be used 
to measure the similarity between two neighbourhood learners (Zhang et al., 2019a, 
2019b). It is known that there are two learners u  and v , whose historical scores for an 
online mobile learning resource are ug  and vg , respectively. Then the formula for 
calculating the cosine similarity ( ),sim u v  between learners is as follows: 

( ) , ,1

2 2
2 2 , ,1 1

,
c

u vv

I
u I v Iu v

I I
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In equation (1), for online mobile learning resource I , the scores of learner u  and 
learner v  are ,u Ig  and ,v Ig , respectively, the set of learning resources scored by each 
learner is uI  and vI  respectively, and the intersection of learning resources scored by the 
two learners is cI . 

In order to more accurately obtain the similarity between learners relative to the 
learning resource cI  that has been scored by both learners, the following similarity 
expression can be used: 
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In equation (2), the two learner scores about learning resource c  are ,u cg  and ,v cg  
respectively, and k  represents the superposition coefficient. 

2.2 Computing the similarity between learning resources and learning 
resources 

Given online mobile learning resources aI  and bI , document fragments 1x  and 2x  are 
obtained by XML transformation of their contents. The comprehensive similarity 
between the two documents and the two types of online mobile learning resources is the 
same, and the expressions are as follows: 

( ) ( ) ( ) ( )1 2 1 1 2 2 1 2, , , ,a bsim I I sim x x semsim x x strusim x xδ δ= = × + ×  (3) 

In equation (3), the similarity between different learning resources includes two contents, 
namely, content similarity and structure similarity. 1δ  represents the weight of content 
similarity, 2δ  represents the weight of structure similarity, and there exists 1 2 1δ δ+ = . 
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When solving the similarity between learning resources and learning resources, the 
influence degree of content and structure on the document information of learning 
resources is taken as the basis of weight matching (Liu et al., 2021; Wang and Guo, 
2018). Among them, the similarity of the content and structure of the two learning 
resource documents is ( )1 2,semsim x x  and ( )1 2,strusim x x , and the calculation process 
of the two is shown as follows: 

( ) 1 1 2 2
1 2

1 2

,
x xsemsim x x µ µ
δ δ

× + ×
=

×
 (4) 

In equation (4), 1µ  and 2µ  are the attribute membership functions of two learning 
resource documents, respectively. 

( ) ( ) ( )
( )

1 1 2 2
1 2,

,a b

x x x x
strusim x x

l I I

− × −
=  (5) 

In equation (5), ( ),a bl I I  represents the absolute distance between two types of online 
mobile learning resources in the multi-dimensional space. 

2.3 The similarity calculation between learners’ search preference results and 
learning resources 

In the recommendation process of online mobile learning resources, the historical 
download rate of learning resources is a very effective and important characteristic factor 
(Zhao et al., 2021). One of the most important factors affecting the download rate of 
learning resources is the direct match between learners’ search results and their interest 
preferences (Wang et al., 2018). Assuming that the label of learners’ interest preference is 
p  and the label of online mobile learning resources is q , the cosine similarity between 

them is calculated, and the similarity between them within the same category is as 
follows: 

( ),
p q

p qsim p q
g g

×=
×

 (6) 

In equation (equation (6), pg  represents the label score of learners, and qg  represents the 
label score of learning resources. On this basis, a preset threshold e  is set to make 

( ),e sim p q< . 
However, in real work, learners’ preference for a learning resource is time-dependent, 

and the degree of interest changes dynamically at different times. Therefore, when 
calculating the similarity between learners’ search preference results and learning 
resources, the characteristics of learners’ interest offset must be considered (Song et al., 
2022; Li et al., 2021). 

In the online mobile learning network space, the weight of each node is the main 
parameter reflecting the degree of learners’ interest in learning resources, and the interest 
migration model can continuously update the weight of nodes according to the search 
time and frequency of learners, so as to reflect the change of learners’ interest. When the 
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learner’s search is closer to the current time, the search frequency of the same learning 
resources is higher, the connection weight value between nodes is higher, and the 
learner’s interest preference for this node is stronger. Otherwise, smaller weights will be 
allocated between nodes. The weight between learner u  and learning resource I  can be 
described as follows: 

( ) 0
1

1
1 h

P

uI t t t

P
e

ω
− +

⎛ ⎞= +⎜ ⎟+⎝ ⎠
∑  (7) 

In equation (7), t  represents the current time, P  represents the frequency of searching 
for the same content, ht  represents feedback time for learning resources, and 0t  
represents the time coefficient of learner’s interest offset. Then, the similarity between 
learners’ search preference results and learning resources is calculated. The process is as 
follows: 

( ) ,, uI u Isim u I gω= ×  (8) 

In equation (8), ,u Ig  represents the scoring of learning resources by learners. 
According to the calculation results of the above similarity, similar learning resources 

can be quickly provided for learners with high similarity, which can not only improve the 
recommendation efficiency of online mobile learning resources, but also improve the 
accuracy of resource recommendation. After the similarity is calculated, online mobile 
learning resources are recommended based on the deep reinforcement learning theory. 

3 Recommend online mobile learning resources based on deep 
reinforcement learning process 

Deep reinforcement learning is used to implement the recommendation processing of 
online mobile learning resources. Deep reinforcement learning integrates the perceptual 
classification results of deep learning and the decision results of reinforcement learning, 
which can obtain better analysis and processing results. Its structure is shown in Figure 1. 

Figure 1 Basic structure of deep reinforcement learning 

 

In the process of recommending online mobile learning resources based on deep 
reinforcement learning, online mobile learning resources (actions) are recommended to 
learners according to their interest preferences (states) for different learning resources, 
and their interest preferences are updated according to the feedback information (reward 
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values) given by learners (Wang et al., 2021). Therefore, this study designs a multi-agent 
deep reinforcement learning network, which includes a recommendation agent and a 
classification agent. 

(A) Recommendation agent 

The process of learning resource recommendation is realised through deep reinforcement 
learning. Its main task is to let the recommendation agent learn an optimal 
recommendation scheme, which is a mapping process from ‘state’ to ‘action’, and its 
input information is the learner’s state (learner’s interest, preference and download 
record) observed by the recommendation agent. The output information is the action to be 
performed by the recommendation agent (the learning resource to be recommended). The 
learner will give feedback after interacting with the learning resources recommended by 
the recommendation agent. The recommendation agent calculates the reward value of the 
recommendation based on the feedback information. The higher the cumulative reward 
value, the better the recommended scheme. The optimal recommendation scheme shows 
that the recommendation agent can maximise the reward value after recommending 
learning resource ta  to learners according to their feedback status tj . Among them, the 
calculation formula of cumulative reward value and optimal recommendation scheme is 
as follows: 

1

T
t t

t
t t

a
Q r

j
γ

=

= × ×∑  (9) 

t

t

a
C argmaxQ

j
= ×  (10) 

In equations (9) and (10), t  represents the recommendation times, tγ  represents the 
discount factor, tr  represents the reward value of the tth recommendation scheme, Q  
represents the cumulative reward value, and C  represents the optimal recommendation 
scheme. 

(B) Classification agent 

In the classification agent structure of deep reinforcement learning network, multiple 
feature classifiers are constructed to implement weighted summation and fusion 
processing of learner preference features through score information, which are described 
as follows: 

Input: learner preference feature test sample set. 

Output: learner preference feature fusion result. 

The constructed classifier is composed of two modules, namely, inception-ResNet 
module and residual module. Among them, the inception-ResNet module can search for 
the optimal sparse structural units and rapidly expand the nodes between activation 
functions, so as to form a new neural network structure, which can quickly classify 
features of different scales. The residual module can slow down the degradation of deep 
network and optimise the performance of training process. At the same time, the residual 
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module can superimpose the output results of the previous layer network with the 
historical data, and take the superimposed results as the input information of the next 
layer network, so as to reduce the training error. 

Assuming that b  is the input information of the deep reinforcement learning network, 
the output result of the residual module can be expressed through the following equation: 

( )R h b µω= ⊗ −ε  (11) 

In equation (equation (11), ( )h ⋅  represents the fitting function, ⊗  represents the 
convolution calculation, ω  represents the weight parameter within the deep 
reinforcement learning network, ε  represents the loss amount, and µ  represents the 
average classification threshold. If ( )h ⋅  belongs to the identity mapping, the network 
output 1R  of the first-layer residual structure can be calculated by the following formula: 

( )1 1R h b ω= − × −ε  (12) 

On this basis, a sum algorithm is used to describe all the outputs of the deep 
reinforcement learning network. If the deep reinforcement learning network has a total of 
n  residual modules, the following formula can be used to calculate the overall output of 
the deep reinforcement learning network: 

( )
1

n

n nR h b G R bω= + × − +∑ ε  (13) 

In equation (13), G  represents the activation function, b  represents the bias quantity, 
and its value is constant. Through the operation process of recommendation agent and 
classification agent, combined with the calculation results of three kinds of similarity in 
Part 2, and based on the classification processing of online mobile learning resources, the 
final recommendation scheme is output by the recommendation agent. The process is as 
follows: 

( )
( ) ( )

,
, λ η ,

n
n

a b

R sim u I
R CQ

sim u v sim I Iσ
×

= ×
× + × ×

 (14) 

In equation (14), η  represents the topic-resource feature distribution parameter, λ  
represents the result of resource feature distribution, and σ  represents the affective 
polarity of learners. 

Through the above calculation, complete the recommendation of online mobile 
learning resources. The degree of similarity between learners and learning resources, and 
learners search preferences results and learning resources, based on the calculation of 
similarity between the depth of the design of a multi-agent reinforcement learning 
network, according to the learner’s interest in different learning resource preference 
(state), recommend to learners online mobile learning resources (action), The final 
recommendation scheme was obtained through the recommendation agent. The online 
learning resource recommendation process based on deep reinforcement learning is 
shown in Figure 2. 
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Figure 2 Process of recommending online learning resources 

 

4 Experiment and result analysis 

In order to verify the practical application performance of the online mobile learning 
resource recommendation method based on deep reinforcement learning designed above, 
the following experimental test process is designed. 

4.1 Experimental environment design 

The experiment took an online mobile network resource platform as the data object, 
randomly selected some learning resources from the million song open data source of the 
million song dataset site as the experimental object, and established the learning resource 
training dataset. The number of learners in the dataset is 1570, and the number of 
learning materials files is 300TB. 

It is recommended that the test process be controlled by a PC with the following 
configurations: CPUIntel(R) Xeon(R) E5507; Python3.3; Eclipse integrated environment. 

The parameters of the deep neural network are shown in Table 1. 
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Table 1 Parameter setting of deep neural network 

Project Parameter 
Iteration step 400 
Reward control factor 0.01 
Memory cache unit size 10000 
Online learning rate 0.003 
Future bonus discounts 0.7 
Target value network update step 50 
Training data size 32 

4.2 Compared with the design 

In order to avoid the uniformity of experimental results, the method of Nie (2020) and the 
method of Dong (2021) are used as comparison methods to complete the performance 
verification together with the method in this paper. 

In the experiment, the hit rate of recommendation results and the average ranking 
degree are respectively used as indexes to achieve the comparative evaluation of the 
recommendation effect of different methods. Among them: 

The hit ratio of recommendation results is used to reflect the proportion of correct 
recommendations in the recommendation results. The larger the value, the larger the 
proportion of effective recommendations, and the recommendation effect is proportional 
to it. 

The average ranking degree is used to reflect the ranking of recommendation results. 
For personalised recommended online mobile learning resources, learners are usually 
more likely to accept the top content in the recommendation list. Therefore, the higher the 
value of the average ranking degree, the higher the ranking of the recommendation 
results. 

4.3 Results and analysis 

Firstly, the recommendation result hit ratio of different methods is verified, and the result 
is shown in Figure 3. 

By analysing the results shown in Figure 3, it can be seen that with the continuous 
increase of the number of learning resources, the hit rate of recommendation results of 
different methods also changes, but this change has no obvious regularity. The 
recommended result hit rate of the method in Nie (2020) reaches the maximum when the 
number of learning resources is 240tb, which is 87%. The recommended result hit rate of 
the method in Dong (2021) reaches the maximum when the number of learning resources 
is 180tb, which is 81%. The recommended result hit rate of this method reaches the 
maximum when the number of learning resources is 300tb, which is 95.5%, and the 
minimum recommended result hit rate can also reach 87%. 

Then, the average ranking degree is used as the index to verify the performance of 
different methods, and the results are shown in Table 2. 
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Figure 3 Comparison of recommended results hit ratio of different methods (see online version 
for colours) 

 

Table 2 Comparison of average ranking degree of recommendation results by different 
methods 

Number of learning 
resources/TB 

Method of this 
paper 

Method of Nie 
(2020) 

Method of Dong 
(2021) 

60 0.875 0.774 0.734 
120 0.879 0.801 0.763 
180 0.880 0.843 0.778 
240 0.892 0.861 0.792 
300 0.926 0.887 0.830 

By analysing the results shown in Table 1, it can be seen that with the increase of the 
number of learning resources, the average ranking degree of the three recommended 
methods gradually increases. Although the average ranking degree of the algorithm in 
this paper shows a weak downward trend, compared with the two traditional methods, 
although the average ranking degree of the recommended results of this method grows 
slowly, its value is large, and the highest average ranking degree can reach 0.926, which 
shows that the recommended results of this method are ranked higher and the 
recommended effect is better. 

5 Conclusion 

In order to improve the hit rate of learning resource recommendation results and make the 
recommendation results more satisfying to the needs of learners, this paper designs an 
online mobile learning resource recommendation method based on deep reinforcement 
learning, and verifies the performance of the method from both theoretical and  
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experimental aspects. In the process of online mobile learning resource recommendation, 
this method has high recommendation result hit rate and average ranking degree. 
Specifically, compared with the recommendation method based on behaviour analysis, 
the recommendation result hit rate of Method of this paper is higher, with the highest 
reaching 95.5%. Compared with the recommendation method based on knowledge graph, 
the average ranking degree of the recommendation results of Method of this paper is 
significantly improved, and the highest average ranking degree can reach 0.926. 
Therefore, it is fully demonstrated that the proposed recommendation method based on 
deep reinforcement learning can better meet the requirements of online learning resource 
recommendation. 
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