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This paper evaluates historic, Bayes-Stein, Capital Asset Pricing Model
(CAPM) and dividend-yield riskfree-rate estimators of asset means using
statistical and economic criteria. None of the estimators exhibit much in the
way of out-of-sample predictive ability when judged by statistical criteria.
Yet, when combined with a discrete-time power-utility portfolio selection
model, all the estimators generate economically significant returns judged in
terms of compound return – standard deviation plots and accumulated
wealth. Even so, the portfolios generated from dividend-yield riskfree-rate
estimators perform by far the best and portfolios generated from traditional
CAPM estimator perform the worst. For the most part, commonly accepted
statistical measures of investment performance support these rankings.

How do we judge whether returns are predictable? We could regress returns on
past returns or on information variables that might include accounting data, dividend
yields, riskfree interest rates and other macroeconomic indicators. Within this
framework we could judge predictability in terms of in-sample slope coefficients and
R-square values. Of course, out-of-sample measures of statistical significance—R-
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squares or mean square errors—would lend more credence to any claims of
predictability. However, Leitch and Tanner (1991) point out that statistical measures
of predictability may not shed much light on the economic value of a forecast. They
show that commercial interest rate forecasts do not perform any better than naïve
forecasts when evaluated in terms of out-of-sample statistical criteria. But, the
commercial (naïve) forecasts generate economically profitable (unprofitable) trading
strategies. This paper evaluates historic, Bayes-Stein, CAPM and dividend-yield
riskfree-rate estimators of asset means using statistical and economic criteria. None of
the estimators exhibit much in the way of out-of-sample predictive ability when
judged by statistical criteria. Yet, when combined with a discrete-time power-utility
portfolio selection model, all the estimators generate economically significant returns.
The results are in agreement with Leitch and Tanner's: evaluating the estimators in
terms of out-of-sample statistical criteria sheds little light on their economic value.

Grauer and Hakansson (1986, 1987) and Grauer, Hakansson and Shen (1990),
apply a discrete-time power-utility model in conjunction with the empirical
probability assessment approach (EPAA) in domestic, global and industry-rotation
asset-allocation settings. The results are noteworthy for two reasons. First, the model
often generates economically and statistically significant abnormal returns. Second, no
attempt is made to correct for estimation error, which is clearly present in the EPAA.
It would seem prudent, therefore, to examine the effects of making corrections for
estimation error.

One approach adjusts for estimation error by estimating the means based on
statistical, financial or forecasting models. The results of applying Stein and CAPM
instead of historical estimators of the means are mixed. Evidence based on mean-
variance (MV) portfolio selection, simulation analysis and out-of-sample portfolio
performance suggests that Stein and CAPM estimators of the means can improve
investment performance substantially (Jobson, Korkie & Ratti, 1979; Jobson &
Korkie, 1980, 1981; Jorion, 1985, 1986, 1991). On the other hand, Grauer and
Hakansson (1995) find that although the Stein estimators outperform the sample
(historic) estimator in an industry-rotation setting, the gains are not as great as those
reported by others. Moreover, in a global setting just the opposite is true: the sample
estimator outperforms the Stein estimators. In all cases, the CAPM estimator exhibits
the worst performance, which is just the opposite of what Jorion (1991) finds in an
industry setting using MV analysis that allows short sales. In light of these
contradictory results, this paper examines the effects of adding two dividend-yield
riskfree-rate estimators to the mix.

A second approach adjusts for estimation risk by constraining portfolio weights.
The results are again somewhat mixed. Employing simulation and MV analysis, Frost
and Savarino (1988) report that imposing upper bounds both reduces estimation bias
and improves performance. In a companion paper to this one, Grauer (2007) shows
that the portfolios of less risk-averse MV investors generated from dividend-yield
riskfree-rate estimators of the means bankrupt in an out-of-sample industry-rotation
setting with short sales permitted. Yet, with short sales precluded, the dividend-yield
riskfree-rate portfolios of these less risk-averse MV investors exhibit the best
performance. Moreover, portfolios generated from the CAPM estimator, which display
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the best performance with short sales permitted, exhibit the worst performance with
short sales precluded. On the other hand, Grauer and Shen (2000), while employing
the discrete-time power-utility model in an out-of-sample setting with short sales
precluded, reported that constraining the portfolio weights further led to appreciably
more diversification and less realized risk. But the cost is a less realized return.

Mean estimators trace their origins to different parts of the statistics and finance
literature. The mean square error properties of the historic estimator make it an
obvious choice for an estimate of a mean. Stein estimators are based on purely
statistical arguments that minimize the mean square error of a vector of means and
completely ignore risk-return tradeoffs that may be helpful in predicting stock returns.
CAPM estimators fill this void by drawing on the best-known financial model of asset
pricing. Dividend-yield riskfree-rate estimators, as well as estimators based on other
information variables, trace their origin to the return predictability or weak form
efficient markets literature (Fama, 1991). Return predictability is of interest not only
because of its fundamental implications for market efficiency, but also because it is
steeped in controversy. There is disagreement about whether returns are predictable
and, if they are, whether predictability implies market inefficiency or is a result of
rational variation in expected returns.

In the early to mid-1990s there was a consensus, based on statistical criteria, that
stock market returns could be predicted from informational variables—at least over
one-year to four-year decision horizons. (Fama & French, 1988, 1989; Fama, 1991;
Hawawini & Keim, 1995). The importance of this evidence extended beyond
statistical considerations, as it helped renew the interest in continuous-time portfolio
choice, hedging demand and non-myopic investment decisions discussed below. Fama
and French (1988) show that the power of dividend yields to forecast stock returns
increases with the return horizon. The monthly and quarterly results are unimpressive,
with R-squares on the order of 0.01. But, with four-year returns, the R-squares range
from 0.13 to 0.64. More impressive, out-of-sample R-squares from forecasts made with
coefficients estimated from 30-year rolling regressions are close to the in-sample R-
squares for all return horizons.

The consensus began to crack through the 1990s and into the new century. Lo and
MacKinlay (1990) and Foster, Smith and Whaley (1997) are concerned with data
mining. Others (Hodrick, 1992; Goetzmann & Jorion, 1993; Goyal & Welch, 2003;
Ang & Bekaert, 2003) question the long-horizon results on statistical grounds.
Goetzmann and Jorion (1993) and Stambaugh (1999) study the biases due to
dependent stochastic regressors. Ferson, Sarkissian and Simin (2003) question
whether there is a spurious regression bias in predictive regressions. Bossaerts and
Hillion (1999) examine the statistical significance of a variety of informational
variables using monthly data in an international setting. They confirm the presence of
in-sample predictability, but report that even the best prediction models have no out-
of-sample forecasting power. Goyal and Welch (2003) confirm Bossaerts and Hillion's
evidence, while Pesaran and Timmermann (1995) report contradictory results.
Perhaps surprisingly in light of the early evidence on long-horizon predictability and
the out-of-sample evidence in Bossaerts and Hillion, Goyal and Welch and this paper,
Ang and Bekaert (2003) and Torous, Valkanov and Yan (2005) report that the
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predictive power of dividend yields is best visible at short horizons—with the short
rate as an additional regressor in Ang and Bekaert’s case.

A number of authors (Breen, Glosten & Jagannathan, 1989; Fuller & Kling, 1990;
Pesaran & Timmermann, 1994; Larsen & Wozniak, 1995; Pelaez, 1998; Schwert,
2003) investigate the economic value of trading rules based on predictive regressions,
when the predictions are not combined with a MV or power-utility portfolio selection
model. The results are mixed and sample-period dependent. Schwert, for example,
examines a strategy of investing in short-term bonds when a dividend yield model
predicts stock returns are lower than interest rates. The model predicts poorly during
the 1990s. Schwert (2003: 953) concludes: “In short, the out-of-sample prediction
performance of this model would have been disastrous.” But, this paper shows that
when dividend-yield riskfree-rate forecasts are combined with the discrete-time
power-utility model, the results through the 1990s are anything but disastrous.

The single-period MV model, the discrete-time power-utility model and the
continuous-time power-utility model either are or have been combined with forecasts
based on information variables in order to determine the economic value of the
forecasts. Contributors to the MV literature include: (Solnik, 1993; Klemkosky &
Bharati, 1995; Connor, 1997; Beller, Kling & Levinson, 1998; Ferson & Seigel, 2001;
Marquering & Verbeek, 2001; Fletcher & Hillier, 2002; Avramov, 2004; Avramov &
Chordia, 2006). They examine the portfolio returns of MV investors who exhibit
“average” degrees of risk aversion and revise their portfolios monthly. While these
papers report economically significant returns in U.S. bond-stock, U.S. industries and
international settings, none report results from before 1960. The benefits of the MV
model include familiarity, ease of estimation—only the means, variances and
covariances need to be estimated—and ease of computation.

This paper employs a discrete-time power-utility model that embodies a broad
range of risk-aversion characteristics, quarterly decision horizons, borrowing and
lending at different rates and an industry dataset that spans the 1934-99 period. The
primary benefit of this model is the formal justification of a myopic decision rule. If
returns are independent (but not necessarily stationary) from period to period, the use
of a stationary myopic power-utility decision rule in each period is optimal. That is,
the optimal policy only depends on next period’s joint return distribution. (The single-
period MV model simply assumes myopic policies are optimal.) The costs include
increased complexity in estimation—the entire joint return distribution must be
specified—and in computation.

Merton (1971, 1973) introduced a stochastically changing opportunity set that
leads to hedging demand and non-myopic investment decisions. Recently, the (weak)
evidence of in-sample return predictability based on information variables led to a
resurgence of interest in the continuous-time model. A rich literature investigates
hedging, the question of whether a long-horizon investor should allocate his wealth
differently from a short-horizon investor, the effects of parameter and model
uncertainty, the effects of transactions costs and the effects of conditioning on asset
pricing models when returns are predictable, see (Kandel & Stambaugh, 1996; Kim &
Omberg, 1996; Brennan, Schwartz & Lagnado, 1997; Balduzzi & Lynch, 1999; Brandt,
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1999; Campbell & Viceira, 1999; Barberis, 2000; Pastor, 2000; Pastor & Stambaugh,
2000; Lynch, 2001; Lynch & Balduzzi, 2001; Avramov, 2002; Brennan & Xia, 2002).
Much of the computational analysis calibrates the importance of hedging demand in
simulated settings where the stochastic process is consistent with a regression of
returns on informational variables. And, with the exception of Brennan, Schwartz and
Lagnado (1997), there is little in the way of out-of-sample results. The approach
provides a great deal of insight into the multiperiod investment problem, but does not
come without the added costs of predicting returns beyond the current period and still
further computational complexity. In many instances, specific distributional
assumptions are needed to make the model tractable, which causes problems in
computing expected utility. See, for example, Barberis (2000) and Kandel and
Stambaugh (1996), who constrain investors from short selling and from buying on
margin to insure that the expected utility problem has a feasible solution.

Clearly, the original in-sample evidence of return predictability generated from
information variables calls into question the assumption that returns are inter-
temporally independent and explains the resurgence of interest in hedging and the
continuous-time model. But, Bossaerts and Hillion (1999) and Goyal and Welch
(2003) find no evidence of out-of-sample predictability based on information variables
and in this paper, little, or no, evidence of out-of-sample predictability for any of the
mean estimators is found. In light of this evidence and questions about in-sample
predictability involving regressions of returns on information variables, this study
employs inter-temporal independence and the myopic behavior of the discrete-time
power-utility model as working assumptions in this paper.

The paper proceeds as follows. The next section outlines the basic multiperiod
investment model and the method employed to make it operational. The data, the
estimators of the means, and the statistical measures employed to evaluate the
investment performance of the portfolios generated from five mean estimators are
described in the following three sections. The results based on statistical criteria,
economic criteria, and statistical measures of investment performance, and the
robustness of the results are discussed in the second to last section. The final section
contains a summary and conclusions.

The Discrete-Time Power-Utility Model

The discrete-time model is the same as the one employed in Grauer and Hakansson
(1986) and the reader is referred to that paper (specifically pages 288-291) for details.
It is based on the pure reinvestment version of dynamic investment theory. In
particular, if Un(wn) is the induced utility of wealth w with n periods to go (to the
horizon) and r is the single-period return on the portfolio, the important convergence
result: Un(wn) → (1/γ)wγ for some γ < 1, holds for a very broad class of terminal utility
functions Uo(wo) when returns are independent (but non-stationary) from period to
period. (See Hakansson, 1974; Mossin, 1968; Hakansson, 1971; Leland, 1972; Ross,
1974; Huberman and Ross, 1983). Convergence implies that the use of the stationary
myopic decision rule: max E(1 / γ)(1 + r)γ, for some γ < 1, in each period is optimal.

At the beginning of each period t, the investor chooses a vector of portfolio weights
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xt on the basis of some member γ of the family of utility functions for returns r given by

subject to

where:

rts (xt) = Σxitrits + xLtrLt + xBtr
d
Bt is the (ex ante) return on the portfolio in period t if

state s occurs,

γ ≤ 1 = a parameter that remains fixed over time,
xit = the amount invested in risky asset category i in period t as a fraction of own

capital,
xLt = the amount lent in period t as a fraction of own capital,
xBt = the amount borrowed in period t as a fraction of own capital,
xt = (x1t,...,xnt,xKt,xBt)′,
rit = the anticipated total return (dividend yield plus capital gains or losses) on

asset category i in period t,
rLt = the return on the riskfree asset in period t,
rd

Bt = the interest rate on borrowing at the time of the decision at the beginning of
period t,

mit = the initial margin requirement for asset category i in period t expressed as a
fraction,

πts = the probability of state s at the end of period t, in which case the random
return rit will assume the value rits .

Constraint (2) rules out short sales and ensures that lending (borrowing) is a
positive (negative) fraction of capital. Constraint (3) is the budget constraint.
Constraint (4) serves to limit borrowing (when desired) to the maximum permissible
under the margin requirements that apply to the various asset categories. Constraint
(5) rules out any ex ante probability of bankruptcy. The solvency constraint is not
binding for the power functions, with γ < 0 and discrete probability distributions with
a finite number of outcomes, because the marginal utility of zero wealth is infinite.
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γ

1
γxt xt

s
[ ]

xit ≥ 0, all i, xLt ≥ 0, xBt ≤ 0,

Σ xit + xLt + xBt = 1,

Σ mitxit ≤ 1,

1 + rts (xt) > 0, for all s,

i

i

(1)

(2)

(3)

(4)

(5)



Nonetheless, it is convenient to explicitly consider equation (5) so that the nonlinear
programming algorithm used to solve the investment problem does not attempt to
evaluate an infeasible policy as it searches for the optimum.

The inputs to the model are based on the “empirical probability assessment
approach” (EPAA) with quarterly revisions. At the beginning of quarter t, the portfolio
problem consisting of equations (1)-(5) for that quarter uses the following inputs: the
(observable) riskfree return for quarter t, the (observable) call money rate +1% at the
beginning of quarter t and the (observable) realized returns for the risky asset
categories for the previous k quarters. Each joint realization in quarters t–k through
t–1 is given probability 1/k of occurring in quarter t. Thus, under the EPAA, estimates
are obtained on a moving basis and used in raw form without adjustment of any kind.
On the other hand, since the whole joint distribution is specified and used, there is no
information loss; all moments and correlations are implicitly taken into account. It
may be noted that the empirical distribution of the past k periods is optimal if the
investor has no information about the form and parameters of the true distribution,
but believes that this distribution went into effect k periods ago.

With these inputs in place, the portfolio weights xt for the various asset categories
and the proportion of assets borrowed are calculated by solving equations (1)-(5) via
nonlinear programming methods, (see Best (1975)). At the end of quarter t, the
realized returns on the risky assets are observed, along with the realized borrowing
rate r

r
Bt (which is calculated as a monthly average and may differ from the decision

borrowing rate rd
Bt). Then, using the weights selected at the beginning of the quarter,

the realized return on the portfolio chosen for quarter t is recorded. The cycle is
repeated in all subsequent quarters. Note that if k = 32 under quarterly revision, then
the first quarter for which a portfolio can be selected is b+32, where b is the first
quarter for which data is available.

All reported returns are gross of transaction costs and taxes and assume that the
investor in question had no influence on prices. There are several reasons for this
approach. First, as in previous studies, we wish to keep the complications to a
minimum. Second, the return series used as inputs and for comparisons also exclude
transaction costs (for reinvestment of interest and dividends) and taxes. Third, many
investors are tax-exempt and various techniques are available for keeping transaction
costs low. Finally, since the proper treatment of these items is nontrivial, they are better
left to a later study.

Data

The data used to estimate the probabilities of the next period's returns on risky
assets and to calculate each period’s realized returns on risky assets come from several
sources. The returns for Standard and Poor's 500 Index come from the Ibbotson
Associates database. The returns for the value-weighted industry groups are
constructed from the returns on individual New York Stock Exchange firms contained
in the Center for Research in Security Prices’ (CRSP) monthly returns database. The
firms are combined into twelve industry groups on the basis of the first two digits of
the firms’ SIC codes. (Grauer, Hakansson & Shen (1990) contains a detailed
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description of the industry data.) The riskfree asset is assumed to be 90-day U.S.
Treasury bills maturing at the end of the quarter. The Survey of Current Business and
the Wall Street Journal are the sources. The borrowing rate is assumed to be the call
money rate +1% for decision purposes (but not for rate of return calculations). The
applicable beginning of period decision rate, rd

Bt, is viewed as persisting throughout the
period and thus as riskfree. For 1934-76, the call money rates are obtained from the
Survey of Current Business. For later periods, the Wall Street Journal is the source.
Finally, margin requirements for stocks are obtained from the Federal Reserve Bulletin.
There is no practical way to take maintenance margins into account in our programs.
In any case, it is evident from the results that they would come into play only for the
more risk-tolerant strategies and for them only occasionally and that the net effect
would be relatively neutral.

Estimators of the Means

Under the historic approach means are not used directly but are implicitly computed
from the realized returns in the estimation period. The n-vector of historic means at
the beginning of period t is

µµHt = (r–1t,...,r
–

nt)′, 

where                       . This EPAA approach implicitly estimates the means one at 

a time, relying exclusively on information contained in each of the time series. 
Stein’s (1955) suggestion that the efficiency of the estimate of the means could

be improved by pooling the information across series leads to a number of so-called
“shrinkage” estimators that shrink the historical means to some grand mean. A
classic example is the James-Stein estimator (Efron & Morris 1973, 1975, 1977). It
was first employed in the portfolio selection literature by Jobson, Korkie and Ratti
(1979). However, this paper focuses on a Bayes-Stein (BS) estimator (Jorion, 1985,
1986, 1991) 

µµBSt = (1 – wt) µµHt + wtr
–

Gtιι,

where wt = λt / (λt + k) is the shrinking factor, λt = (n + 2)/((µµHt – r–Gtιι) 'St
-1(µµHt – r–Gtιι)),

n is the number of risky assets, St is the sample covariance matrix calculated from the
k periods in the estimation period, r–Gt = ιι'St

-1µµHt / (ι'St
-1ιι) is the grand mean and ιι is a

vector of ones. The λ does not contain an adjustment for degrees of freedom in
estimating the covariance matrix as in Jorion (1985, 1986, 1991). We chose to model
the problem this way to allow for the possibility of combining a Stein estimator with
a set of non-equal probabilities for the states of nature used to estimate the joint
distribution of security returns. In this case, the grand mean is the mean of the global
minimum-variance portfolio generated from the historical data. Having calculated the
Bayes-Stein and historic means for asset i, we add the difference (r–BSit – r–it), where r–BSit

and  r–it are the Bayes-Stein and historic means for asset i at time t, to each actual return
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r–it = — Σ riτ
1
k

t–1

τ=t–k

(7)



on asset i in the estimation period. That is, in each estimation period, we replace the
raw return series with the adjusted return series riτ

A = rit + (r–BSit – r–it), for all i and τ.
No adjustment is made to the EPAA variance-covariance structure or to the other
moments. Thus, the mean vector of the adjusted series is equal to the Bayes-Stein
means of the original series; all other moments are unchanged. The same procedure is
followed for the CAPM and dividend-yield riskfree-rate estimators discussed below.

A third estimator of the means is based on the CAPM (Sharpe, 1964; Lintner,
1965). The CAPM estimator is

µµCAPMt = rLtιι + (r–mt – r–Lt)ββ^t,

where                                                and r–mt – r–Lt is an estimate of the expected 

excess return on the “market” portfolio and ββ^t is the vector of estimated betas or
systematic risk coefficients. At each time t, ββ^t is estimated from the market model
regressions

riτ = αit + βitrmτ + eiτ, for all i and τ,

in the t–k to t–l estimation period, where the CRSP value-weighted index is employed
as the proxy for the market portfolio. This method of estimating CAPM means,
employed by Jorion (1991) and Grauer and Hakansson (1995), assumes the excess
return on the market is constant over the estimation period. Alternatively, the ratio of
the excess return on the market to the market’s standard deviation or variance might
be assumed to be constant as in Merton (1980) and Best and Grauer (1985).

The next two estimators use dividend yields and riskfree interest rates to forecast
the means. To construct the dividend-yield riskfree-rate estimators, the following
regression is run at each time t:

riτ = a0i + a1idyτ–1 + a2irLτ + eiτ, for all i and τ,

in the t–k to t–1 estimation period, where the i subscript denotes an industry, dyτ–1 is
the annual dividend yield on the CRSP value-weighted index lagged one month so that
it is observable at the beginning of quarter t, and rLt is the (observable) beginning-of-
quarter Treasury bill rate. Both independent variables are “de-meaned.” Hence, a0i is
the historic average rate of return on asset (industry) i. The traditional one-period
ahead forecast of the mean of industry i is 

r–DRit = â0i + a1idyt–1 + â2irLt,

where â0i, â1i and â2i are the estimated coefficients and dyt–1 and rLt are observable at
the beginning of period t+1. That is, the quarterly variable dyt–1 is lagged one month
and there is no need to lag rLt as it is observable at the beginning of the quarter. The
vector of dividend-yield riskfree-rate (DR) estimators is
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r–mt = — Σ rmτ , r
–

Lt = — Σ rLτ ,
1
k

t–1

τ=t–k

1
k

t–1

τ=t–k



rµµDRt = (r–DR1t,...,r
–

DRnt)′.

However, this forecast is extremely variable. Therefore, we adopt the Bayesian
framework advocated by Black and Litterman (1992) and shrink these mean forecasts
to CAPM means. The Black-Litterman framework attempts to overcome three
problems: the difficulty in estimating means; the extreme sensitivity of the solutions
to slight perturbations in equilibrium means documented by Best and Grauer (1991,
1992) and Green and Hollifield (1992) and need for a set of means that would clear
the market in an equilibrium setting. When the DR and CAPM means are assumed to
be equally likely, the vector of dividend-yield riskfree-rate - CAPM (DRCAPM) mean
estimators is

µµDRCAPMt = (µµDRt + µµCAPMt)/2.

The CAPM means are estimated from equation (8). Black and Litterman (1992)
estimate the means in a slightly different way. They estimate what they call equilibrium
(and Best & Grauer (1985) call (Σ,x) - compatible) means from the equation µµ  = rLιι  +
δΣx where Σ is the covariance matrix of asset returns and x is a vector of portfolio
weights. When these means and Σ are inputs to a MV problem, subject only to a
budget constraint, x is the optimal solution.

Statistical Measures of Investment Performance

In the results section we will see that the compound return – standard deviation
plots and cumulative wealth values provide convincing evidence that: (1) all the mean
estimators provide economic value when combined with the discrete-time power-
utility model and (2) the two dividend-yield riskfree-rate estimators perform better
than the traditional CAPM estimator. Although the figures and wealth values get to the
heart of the matter, they do not give us a sense of how much of the difference can be
attributed to randomness. In order to shed light on this issue the results from a
number of commonly accepted statistical measures of performance are reported.
Unfortunately, none is without problems. First, the industry-rotation strategies
examined here are neither the pure selectivity strategies implicit in Jensen’s (1968)
test, nor the pure market-timing strategies embodied in Treynor and Mazuy’s (1966)
and Henriksson and Merton's (1981) tests of market timing. Second, Roll (1978)
argues that Jensen’s test is ambiguous because the choice of the benchmark (market)
portfolio affects both systematic risk (beta) and abnormal return (alpha), also see
(Dybvig & Ross, 1985; Grauer, 1991; Green, 1986). Third, expected returns and risk
measures may vary with economic conditions. 

In light of these problems this study employs an eclectic mix of performance
measures that include conditional and unconditional versions of the Jensen,
Henriksson-Merton and Treynor-Mazuy tests as well as the portfolio change measure,
see Grinblatt and Titman (1993) which gauges performance without reference to a
proxy for the market portfolio. For each of the measures the null hypothesis is that
there is no superior investment performance. The alternative hypothesis is a one-tailed
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test that there is superior performance. The Jensen, Henriksson-Merton and Treynor-
Mazuy regressions are corrected for heteroskedasticity using White’s (1980) correction.

The unconditional Jensen (1968) test is based on the regression

Rpt = αp + βpRmt + upt,

where Rpt = rpt – rLt is the excess return on portfolio p over the Treasury bill rate, Rmt =
rmt – rLt is the excess return on the CRSP value-weighted index, αp is the unconditional
measure of performance and βp is the unconditional measure of risk. 

However, expected returns and betas almost certainly change over time. Therefore,
Ferson and Schadt (1996) and Ferson and Warther (1996) among others, building on
the earlier work of Shanken (1990) advocate conditional performance measures. This
study follows their suggestion that a portfolio's risk is related to dividend yields and
short-term Treasury yields postulating that

βp = b0p + b1pdyt–1 + b2prLt,

where dyt–1 is the CRSP value-weighted index annual dividend yield at the beginning
of period t and rLt is the (observable) beginning-of-quarter Treasury bill rate, both
measured as deviations from their estimation-period means. Substituting equation
(15) into equation (14), yields the conditional Jensen test 

Rpt = αcp + b0pRmt + b1p[dyt–1Rmt] + b2p[rLtRmt] + ept,

where αp is the conditional measure of performance, and b1p and b2p measure how the
conditional beta varies with dividend yields and Treasury bill rates.

The unconditional regression specification for the Treynor and Mazuy (1966) test is

Rpt = αcp + βp Rmt + γpRmt
2 + upt,

where αp is the measure of selectivity, βp is the unconditional beta and γp is the market-
timing coefficient. Substituting for βp, the conditional regression specification is

Rpt = αcp + b0pRmt + b1p[dyt–1Rmt] + b2p[rLtRmt] + ept,

where αcp, b1p, b2p and γp are defined above.

The unconditional Henriksson and Merton (1981) test is given by 

Rpt = αp + bdpRmt + γp max(0,Rmt) + upt,

where αp is the measure of selectivity, βp is the down-market beta, γp is the market-
timing coefficient, in this case the difference between the up- and down-market beta,
and max(0,Rmt ) is the payoff on a call option on the market with an exercise price
equal to the riskfree rate of interest. Following Ferson and Schadt (1996) the
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conditional Henriksson-Merton test is

Rpt = αcp+bdpRmt+b1p[dyt–1Rmt]+b2p[rLtRmt]+γpR
*
mt+b*

1p[dyt–1R*
mt]+b*

2p[rLtR
*
mt]+ept,

where R*
mt is the product of the excess return on the CRSP value-weighted index and

an indicator dummy for positive values of the difference between the excess return
on the index and the conditional mean of the excess return. (The conditional mean
is estimated by a linear regression of the excess return of the CRSP value-weighted
index on dyt–1 and rLt.) The most important coefficients is γp, the market-timing
coefficient, which in this case is the difference between the up- and down-market
conditional betas.

In contrast to most other performance measures, Grinblatt and Titman’s (1993)
portfolio change measure employs portfolio holdings as well as rates of return and
does not require an external benchmark (market) portfolio. In order to motivate the
portfolio change measure, assume that uninformed investors perceive that the vector
of expected returns is constant, while informed investors can predict whether
expected returns vary over time. Informed investors can profit from changing expected
returns by increasing (decreasing) their holdings of assets whose expected returns
have increased (decreased). The holding of an asset that increases with an increase in
its conditional expected rate of return will exhibit a positive unconditional covariance
with the asset's returns. The portfolio change measure is constructed from an
aggregation of these covariances. For evaluation purposes, let 

PCMt = Σrit (xit – xi,t–j),

where rit is the quarterly rate of return on asset i time t, xit and xi,t–j are the holdings of
asset i at time t and time t–j, respectively. This expression provides an estimate of the
covariance between returns and weights at a point in time. Alternatively, it may be
viewed as the return on a zero-weight portfolio. The portfolio change measure is an
average of the PCMt’s

PCM
—–—

= Σ Σ[rit(xit – xi,t–j)/T], 

where T is the number of time-series observations. The portfolio change measure test
itself is a simple t-test based on the time series of zero-weight portfolio returns, i.e.,

t = (PCM
—––

/ σ(PCM))√T,

where σ (PCM) is the standard deviation of the time series of PCMt’s. 
In their empirical analysis of mutual fund performance, Grinblatt and Titman work

with two values of j that represent one- and four-quarter lags. They report that four-
quarter lag portfolio change measures are statistically significant. Hence, this paper
will focus on the four-quarter lag portfolio change measure. The portfolio change
measure is particularly apropos in the present study because the portfolio weights are
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chosen according to a pre-specified set of rules over the same quarterly time interval
as performance is measured. Thus, one does not have to worry about possible gaming
or window-dressing problems that face researchers trying to gauge the performance of
mutual funds.

Results

Results Based on Statistical Criteria
Table 1 depicts the labels used in the figures and tables. The out-of-sample

statistical forecasting results are reported in Table 2. The findings confirm Bossaerts
and Hillion's (1999) and Goyal and Welch's (2003) results that there is little, or no,
out-of-sample short-horizon forecasting ability with information variables. There is
little to distinguish between any of the forecasts and even some of the small differences
are counterintuitive. The total mean square error of the DR means is the largest even
though the results in the next section show that the performance of the portfolios
generated from them dominates the performance of all but the DRCAPM portfolios.
The average out-of-sample R-squares are below 0.01 except for the CAPM estimator.
Yet, when this estimator is combined with the power-utility model the resulting
portfolios exhibit the worst economic performance. It is also somewhat surprising that
the Bayes-Stein estimator, noted for minimizing the total mean square error, exhibits
the smallest average out-of-sample R-square.

Table 1: Definitions of the Labels in Tables and Figures
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Benchmarks

RL Riskfree lending at the three month Treasury bill rate
VW Market (value-weighted CRSP index)
V5 50% in VW, 50% in lending

V15 150% in VW, 50% in borrowing at the call money rate plus 1%
V20 200% in VW, 100% in borrowing at the call money rate plus 1%

Estimators of the Menu

Historic Historic means
Bayes-Stein Bayes-Stein means

CAPM CAPM means
DR Dividend – yield riskfree – rate means

DRCAPM Dividend – yield riskfree – rate means shrunk to CAPM means



There are 264 quarterly forecasts of the means for each industry in the 1934-1999
period. At a point in time, each estimator bases its forecast on data from the previous
32-quarters. R-square values are formed by squaring the correlation coefficient
between the time series of 264 mean forecasts and the 264 realized return. Mean
squared errors are in units of percent squared per quarter. See Table 1 for definitions
of the labels.

Table 2: Out-of-Sample R-squares and Mean Squared Errors 
for Five Estimators of Industry Returns

Results Based on Economic Criteria
Figure 1 plots the annual compound return (obtained by compounding the

quarterly realized returns) and standard deviation of the realized returns for five sets
of ten power-utility strategies, based on γ’s in equation (1) ranging from -50 (extremely
risk averse) to 1 (risk-neutral), for the 66-year period from 1934-99. (For consistency
with the compound return the standard deviation is based on the log of one plus the
rate of return. This quantity is very similar to the standard deviation of the rate of
return for levels less than 25 percent.) Portfolios are chosen each quarter, employing a
32-quarter estimation period, from an investment universe that includes the twelve
value-weighted U.S. industry indices, lending and borrowing. The first set of strategies
(black circles) shows the portfolio returns generated from historic means. The second
set (open squares) displays the portfolio returns based on Bayes-Stein means. The
third set (black triangles) depicts those based on CAPM means. The fourth set (black
circles) presents the portfolio returns obtained employing the DR forecasts of the
means. The fifth set (open circles) presents the portfolio returns obtained employing
the DRCAPM forecasts. The figure also shows the benchmarks: RL, V5, VW, V15 and
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V20 as black diamonds. Figure 2 plots the corresponding results for the 30-year sub-
period from 1966-99. Finally, Figure 3 displays the results for the (inflationary) 16-
year sub-period from 1966-81, a period which experienced a one-half percent per year
negative realized risk premium on the value-weighted portfolio of risky assets. 

The figures show three main results. The portfolios generated from the DR and
DRCAPM estimators “outperform” portfolios that employ the historic, Bayes-Stein and
CAPM estimators. The portfolios based on the CAPM estimator are “dominated” by
the other four and by the benchmark portfolios. In the 1966-81 period, however,
portfolios employing historic and Bayes-Stein estimators do not so obviously dominate
portfolios based on the CAPM estimator.

Figure 1: Annual compound return versus the standard deviation (of the log of one plus return)
for five benchmarks and five sets of power-utility portfolios constructed from historic, 

Bayes-Stein, CAPM, dividend – yield riskfree – rate (DR), and dividend – yield 
riskfree – rate-CAPM (DRCAPM) estimators of the means in the 1934-1999 period
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Figure 2: Annual compound return versus the standard deviation (of the log of one plus return)
for five benchmarks and five sets of power-utility portfolios constructed from historic, 

Bayes-Stein, CAPM, dividend – yield riskfree – rate (DR), and dividend – yield 
riskfree – rate-CAPM (DRCAPM) estimators of the means in the 1966-1999 period
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Figure 3: Annual compound return versus the standard deviation (of the log of one plus return)
for five benchmarks and five sets of power-utility portfolios constructed from historic, 

Bayes-Stein, CAPM, dividend – yield riskfree – rate (DR), and dividend – yield 
riskfree – rate-CAPM (DRCAPM) estimators of the means in the 1966-1981 period

Results Based on Statistical Measures of Investment Performance
Table 3 summarizes the results obtained from the conditional and unconditional

Jensen tests and from the Grinblatt-Titman portfolio change measure tests in the same
three time-periods examined in the figures. For the most part, the results of the tests
are consistent with conclusions drawn from the figures and the cumulative wealth
values. The alphas and portfolio change measures of the portfolios generated from the
DR and DRCAPM estimators are much larger and for the most part more statistically
significant than those of the other three mean estimators, particularly in the 1934-99
and 1966-99 periods. The conditional Jensen test uniformly ranks the performance of
the historic, Bayes-Stein and CAPM portfolios higher than the unconditional test,
which is consistent with Ferson and Schadt's (1996) and Ferson and Warther's (1996)
mutual fund results. But this pattern is less obvious for the DR and DRCAPM
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portfolios. Furthermore, in the 1966-81 period the DR and DRCAPM portfolios
perform poorly according to the portfolio change measure test, which is just the
opposite of what is shown in Figure 3. 

The alphas and portfolio change measures are averages calculated over ten power
portfolios. Both are measured in units of percent per quarter. the portfolio change
measures are based on a four-quarter lags. For both measures the null hypothesis is
that there is no superior investment performance. The alternative hypothesis is a one-
tailed test that there is superior performance. The Jensen regressions are corrected for
heteroskedasticity using White’s (1980) correction Number ≤ 0.05 refers to the
number of portfolios out of ten whose coefficients are statistically significant at the 5%
level. See Table 1 for label definitions.

Table 3: Unconditional and Conditional Jensen Alphas and Grinblatt-Titman Portfolio 
Change Measures for Ten Power Portfolios Estimated from Five Sets of Means
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Table 4 contains the results of the unconditional and conditional Henriksson-
Merton and Treynor-Mazuy market-timing tests. There is little or no evidence of
market-timing ability according to both unconditional tests. In the 1934-99 period the
majority of the historic, Bayes-Stein and CAPM portfolios show negative timing ability.
In the 1966-99 period there is more evidence of market-timing ability especially
according to the conditional tests. But the tests indicate more market-timing ability for
the historic, Bayes-Stein and CAPM portfolios than for the DR and DRCAPM
portfolios. In the 1966-81 period the results are anomalous. The conditional tests,
especially the Treynor-Mazuy conditional test, show strong evidence of market-timing
ability for the historic, Bayes-Stein and CAPM estimators, and no evidence of market-
timing ability for any of the dividend-yield riskfree-rate estimators, which seems to be
at variance with the results reported in Figure 3 and Table 3.  

The reported gammas (e.g. the timing coefficients) are averages calculated over ten
power portfolios. The null hypothesis is that there is no timing ability. The alternative
hypothesis is a one-tailed test that there is positive timing ability. The regressions are
corrected for heteroskedasticity using White's (1980) correction. Number ≤ 0.05 refers
to the number of portfolios out of ten whose timing coefficients are statistically
significant at the 5% level. See Table 1 for label definitions.

Table 4: Unconditional and Conditional Henriksson-Merton and Treynor-Mazuy Timing
Coefficients for Ten Power Portfolios Estimated from Five Sets of Means
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Robustness of the Results
Four additional estimators of the means were examined. First, because of the

variability in the dividend-yield riskfree-rate means, these forecasts were shrunk to
historic means. The portfolios based on the dividend-yield riskfree-rate – historic
(DRH) means performed better than those based solely on dividend-yield riskfree-rate
means, but not as well as those based on dividend-yield riskfree-rate means shrunk to
CAPM (e.g., DRCAPM) means. Second, in order to more fully investigate the
Henriksson-Merton and Treynor-Mazuy market-timing test results, which indicate that
there is little or no market timing ability in portfolios generated from different mean
forecasts, two timing means were developed. The mean on the market (rather than the
means on industries) was forecast using the dividend-yield riskfree-rate – historic
mean method. These forecasts were called µDRMKT means. Then, a second set of CAPM
means was developed using the µDRMKT means to set the slope of the SML, i.e.,
µDRMCAPMt = rLtι + (µDRMKTt – rLt)β^. The DRMKT portfolios (that consisted of the
market and either borrowing or lending only) and the industry-rotation DRMCAPM
portfolios timed the market according to the Henriksson-Merton and Treynor-Mazuy
market-timing tests. The industry-rotation portfolios based on the DRMCAPM means
accumulated more wealth than the pure market timing DRM portfolios, but not as
much as the industry rotation strategies based on the DRH and DRCAPM means.
Finally, the robustness of the 32-quarter moving window approach was examined by
comparing it with an expanding window approach that employed an all-of-history
dividend-yield riskfree-rate – historic mean forecast of industry means. The portfolios
based on this expanding-window method of forecasting the means performed much
worse than portfolios based on the other dividend-yield riskfree-rate mean forecasts. 

On a different dimension, a one-quarter portfolio change measure test was
conducted. Like Grinblatt-Titman’s (1993) results for mutual funds there was no
statistically significant abnormal performance according to this measure. Moreover,
the DR and DRCAPM portfolios performed abysmally in all three periods according to
the one-quarter lag portfolio change measure, which is at complete odds with the
other evidence presented in the paper.

Summary and Concluding Comments

This paper evaluates historic, Bayes-Stein, CAPM and two dividend-yield riskfree-
rate estimators of asset means employing statistical and economic criteria in an
industry-rotation setting using quarterly data. None of the estimators exhibit much in
the way of out-of-sample predictive ability when judged by statistical criteria. The
average out-of-sample R-squares are below 0.01 for all but the CAPM estimator.
Moreover, there is little difference in the mean square errors of the five industry-
rotation mean estimators. Yet, when the mean estimators are combined with a discrete-
time power-utility portfolio selection model, the resulting portfolios earn economically
significant returns. Even so, judged in terms of the compound return, standard
deviation plots in Figures 1-3, or in terms of accumulated wealth, some of the resulting
portfolios perform appreciably better than others. Specifically, the two dividend-yield
riskfree-rate portfolios perform by far the best and the traditional CAPM portfolios
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perform the worst. For the most part, unconditional and conditional Jensen and
Grinblatt-Titman tests support the compound return - standard deviation and wealth
rankings, especially in the 1934-99 and 1966-99 periods. The unconditional and
conditional Treynor-Mazuy and Henriksson-Merton market-timing tests indicate that
the results did not arise from any market-timing ability.

So, are returns predictable? Clearly, the answer depends on the length of the
decision horizon examined and metric chosen. With quarterly returns, the out-of-
sample statistical answer is a clear “no”—and the economic answer is a resounding
“yes.” In this case, one can argue that the economic answer is compelling. You can’t
spend a slope coefficient, a t-statistic, an R-square, or a mean square error. But, four of
the more risk-tolerant power-utility portfolios generated from DRCAPM means grew
from one dollar to $28,000, $301,000, $1,213,000 or $228,000 over the 1934-99
period. These portfolios provided investors with real spending opportunities—
especially when compared to an investment in the market that grew to only $3,600, or
an investment of 200% in the market financed by 100% borrowing that grew to $9,700
over the same period. In this case, Leitch and Tanner (1991: p. 580) were correct in
suggesting that: “… least-squares regression analysis may not be appropriate for many
studies of economic behavior.”
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