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Abstract: With the continuous development of teaching Chinese as a foreign 
language, more teaching methods are combined with network teaching. 
However, it is difficult for network teaching methods to find ways that are 
suitable for different learners from various teaching resources. Therefore, to 
help learners obtain appropriate teaching methods from the network teaching 
platform, the research establishes a network teaching recommendation model 
for Chinese as a foreign language based on the user’s interest similarity. Three 
experimental schemes are designed to verify the effect of the proposed model. 
The experimental results show that the mean absolute error (MAE) scores of 
the model in the three schemes are 0.67, 0.7095, and 0.7428, respectively; the 
RMSE scores are 0.88, 0.9346, and 0.9695, respectively. Thus, the proposed 
collaborative filtering recommendation algorithm based on user interest 
similarity migration has good recommendation performance. 

Keywords: data mining; transfer learning; Chinese as a foreign language; 
teaching innovation; collaborative filtering. 
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1 Introduction 

As China’s national strength continues to increase, the international exchange of Chinese 
culture has become more frequent, and the number of friends learning Chinese has also 
increased. Due to the limitations of traditional Chinese teaching in regions and resources, 
it is difficult to meet the rapid development of Chinese as a foreign language (CFL). 
Therefore, the teaching of Chinese as a foreign language (TCFL) needs to maintain 
continuous and innovative teaching (Nguyen, 2021; Saura et al., 2023; Ribeiro-Navarrete 
et al., 2021). Network teaching has obvious advantages that eliminates the geographical 
and resource factors of traditional teaching for teaching CFL. Many students have 
gradually adapted to the online TCFL. While online teaching has brought convenience 
for learners, it has also created some new problems. There are a lot of teaching resources 
in online teaching, but it is difficult for different learners to confirm the teaching content 
or teaching method that suitable for themselves, which has a serious impact on the 
teaching effect (Zhang and lynch, 2021; Barbosa et al., 2022; Saura et al., 2021). 
Network teaching is often lack of interaction, the classroom is relatively boring, and the 
teaching content cannot be flexibly adjusted according to the learning quality of learners. 
How to solve these problems is a key to promote the development of Chinese language 
teaching, and also the main goal of the research. Therefore, based on different learners’ 
behaviors and preferences, it is important to recommend suitable online teaching methods 
for them (Zeng and Jiang, 2021). The research proposes a user similarity transfer for 
collaborative filtering (UST-CF) algorithm based on the migration of user interest 
similarity. The core of this algorithm is to utilise the user interest similarity in other fields 
to help the target field learning the user interest similarity, and combine the collaborative 
filtering algorithm to achieve the classification recommendation of projects in the target 
field. Compared with the traditional collaborative filtering recommendation model, this 
model has the characteristics of self-regulation of parameter size, which makes the model 
recommendation effect more accurate. In the UST-CF model, the balance parameters 
affecting the model are analysed to obtain the approximate distance estimation method of 
feature subspace. By filling in the missing matrix in the auxiliary domain, the user 
interest similarity in the auxiliary domain is successfully obtained. Then the user interest 
similarity is migrated to the target domain, and finally the user interest similarity in the 
target domain is obtained, and the recommendation list is generated to complete the user 
interest recommendation. The research has alleviated the problem of data scarcity and 
cold start in the recommendation algorithm, so that the courses of CFL can be 
recommended according to the habits of different customers. In order to improve the 
quality and accuracy of foreign language recommendation, the main innovation of the 
UST-CF model is to use subspace distance to estimate the balance parameters of the 
model, which improves the intelligence of the model. The method to be used in the study 
is compared with other collaborative filtering methods, and the comparison results are 
shown in Table 1. 
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Table 1 Comparison of representative algorithms of collaborative filtering technology 

Collaborative filtering 
strategy 

Representative 
algorithm 

Advantage Shortcoming 

Memory-based CF 
(Grl et al., 2020) 

User based 
collaborative filtering 
Project based 
collaborative filtering 

Simple application; It 
is unnecessary to 
consider the attributes 
of the recommended 
items; High degree of 
automation 

Depends on user 
ratings; When the data 
is sparse, the accuracy 
decreases; Cannot 
recommend new users 
and sex items 

Model-based CF 
(Iwendi et al., 2022) 

Collaborative filtering 
based on bayesian trust 
network Collaborative 
Filtering Based on 
Latent Semantics 
Collaborative filtering 
based on clustering 
Collaborative filtering 
based on dimension 
reduction 

Effectively deal with 
problems such as 
sparsity; Improve 
recommendation 
accuracy; Provides 
intuitive use of 
recommended effects 

The establishment of 
the model costs more 
resources; Trade off 
between prediction 
accuracy and 
scalability; Dimension 
reduction technology 
is easy to lose useful 
information 

Hybrid recommenders 
(Fan et al., 2021) 

Content Based 
Collaborative Filtering 
Content based 
collaborative filtering 
Memory based and 
model-based 
collaborative filtering 

No cold start problem; 
The recommended 
precision is high; 
Eliminate data sparsity 
and grey users 

High implementation 
and application costs; 
It is difficult to obtain 
additional knowledge 

2 Related work 

In the continuous development of CFL, many scholars have conducted more in-depth 
research on the innovation of teaching methods and the recommendation of teaching 
intelligence to promote the teaching of CFL with higher quality. Yang et al. (2018) used 
flipped learning as a contrast in CFL. Through quantitative and qualitative data analysis, 
it is found that there are significant differences in learning outcomes and teaching 
satisfaction between traditional teaching classes and innovative teaching classes. The 
experimental results show that the innovation of teaching methods is conducive to 
improving learners’ interest, thereby improving the quality of learning. Yu and Geng 
(2020) found that there was a high dropout rate at the Chinese character learning stage in 
CFL. Therefore, the research carried out innovation from the Chinese character teaching 
in CFL, analysed the importance of Chinese characters in Chinese, and fully solved the 
problem of teaching and learning in teaching. Gong et al. (2018) put forward suggestions 
for cooperation with mainland China to promote the continuous development of Chinese 
language education. Attaran and Yishuai (2018) analysed the impact of CFL by studying 
in-service teachers. The experimental results showed that the lack of sufficient teaching 
experience leads to the decline of the teaching quality of CFL. According to the 
shortcomings of the problem, the study gave targeted suggestions on building teachers’  
professionalism and identity to improve the efficiency and quality of curriculum  
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education. Li (2021) proposed the IRF classroom discourse structure model, applied it in 
the classroom teaching of CFL, and made a practical analysis of the Chinese corpus. It 
was concluded that the model was applicable to Chinese classroom teaching. The 
research results have effectively helped Chinese teachers to improve the quality of 
Korean teaching and put forward constructive suggestions for Chinese teaching. Li et al. 
(2019) innovated in Chinese vocabulary learning in CFL. By comparing electronic 
flashcards with paper flashcards, this paper analysed the students’ learning situation of 
Chinese vocabulary and the change of learning attitude. Through relevant experiments, 
the results showed that after the innovative electronic flashcard learning, students have 
achieved better results in word reading and listening tests. Therefore, this innovative 
approach to CFL helps students showed a more positive learning attitude (Li and Tong, 
2019). 

Chen et al. (2018) proposed a disease diagnosis and treatment recommendation 
system, which can diagnose atypical symptoms of diseases. The system introduced the 
DPCA algorithm to improve the accuracy of disease symptom recognition and used a 
data mining algorithm to perform association analysis on disease diagnosis rules and 
treatment rules according to symptoms, to achieve disease symptom clustering and 
provide intelligent treatment opinions. Xing et al. (2022) conducted multi-dimensional 
data analysis on the information dissemination of COVID-19 in the network and provided 
a differentiated assessment of the evolution of the COVID-19 epidemic in the network 
through data mining and text clustering methods. The differentiated assessment clearly 
showed the characteristic changes in public opinion in different periods, successfully 
predicted people’s topics of discussion in the network, and played a preventive role in the 
dissemination of emergency information. Schwalbe-koda et al. (2022) used a data mining 
algorithm as a guiding agent for zeolite synthesis of organic structures. The experiment of 
KFI zeolite as an example showed that the experiment of organic synthesis of this zeolite 
was successful under the data mining technology. Mosavi et al. (2022) used CRISP-DM 
method to mine the data collected by industrial sensors, predicted the power consumption 
of Bosch automotive multimedia facilities, and analysed the impact of temperature and 
humidity on power consumption. The experiment showed that data mining technology 
successfully predicted power consumption, and combined with industrial management 
system to achieve the effect of intelligent management. Envelope (2021) built an 
automatic identification model of leakage users based on data mining technology. 
Through analysis, the results proved that the model had a high recognition accuracy, and 
promoted the inspection of power facilities. Jin and Hu (2022) used data mining 
technology to conduct a digital transformation of energy enterprises when solving 
problems in rural energy investment and financing systems. 

Based on the above analysis, data mining has a wide range of applications in the 
internet, automotive, and other fields, especially in the fields of prediction, classification, 
etc. As far as teaching CFL is concerned, many scholars have made innovations in 
teaching forms in different ways, but few have applied data mining technology to 
teaching methods. Therefore, the research has been made to use data mining techniques 
to build a personalised recommendation model for teaching CFL, to help learners get 
more suitable and efficient learning methods. 
 
 
 
 



   

 

   

   
 

   

   

 

   

    Research on a recommendation model for sustainable innovative teaching 5    
 

    
 

   

   
 

   

   

 

   

       
 

3 Construction of collaborative filtering recommendation algorithm based 
on user interest similarity migration 

3.1 Learning task analysis of auxiliary items 
The most commonly used method in collaborative filtering algorithms is to recommend 
the things that the nearest neighbour is interested in. This method is called the nearest 
neighbour method (Ajaegbu, 2021; Na et al., 2021). Therefore, the quality of object 
recommendation mainly depends on the selection of the nearest neighbour. It is based on 
the similarity between users. The strength of interest relevance between users is related to 
the similarity value, and the similarity calculation depends on the user’s rating of the 
object item (Han et al., 2021). Therefore, the research proposes a user similarity transfer 
for collaborative filtering (UST-CF) algorithm based on user interest similarity migration. 
The flow of the UST-CF algorithm is shown in Figure 1. 

Figure 1 Specific flow chart of UST-CF algorithm (see online version for colours) 

UST Transfer 
Learning Model User similarity

List of 
recommended 

target areas

Assist project 
user similarity 

learning

Missing score 
matrix filling

Learning tasks of auxiliary projects

Target project 
user similarity 

learning

Learning tasks of auxiliary projects  

In Figure 1, the learning task is divided into two parts by the UST-CF algorithm, one of 
which is the learning task of the auxiliary project, and the other is the learning task of the 
target project. Assuming that the common user set of the auxiliary project and the target 
project is CU , the similarity of the auxiliary project users is defined as 
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. The model expression is shown in formula (1). 

, , ,

_ ( , ) _ ( , ) (1 ) _ ( , )
C C C

i j i j i j
i j U i j U i j U

U sim u u A sim u u T sim u uα α
∈ ∈ ∈

= + −  (1) 

Ins formula (1), α  represents the balance parameter, and the value range is [0,1), which 
is commonly used to adjust the migration degree of interest similarity. When the value of 
α  is larger, the migration degree of the target project using auxiliary projects is more; 
when the value of α  is smaller, the migration degree is less. When the value of α  is 0, it 
means that the target project does not use the information of auxiliary items at all. In the 
recommendation system, the user-item scoring matrix often has missing values. The 
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average filling (AF) is the most basic method to fill in the missing matrix. The filling 
form is shown in formula (2). 

. .

.

. .

. .

. .

. .

ˆ
ˆ

ˆ ( ) / 2
ˆ
ˆ

ˆ

u u

ui i

ui u i

ui u i

ui u i

ui u i

r r
r r

r r r
r b r
r r b

r r b b

=⎧
⎪ =⎪
⎪ = +⎪
⎨ = +⎪
⎪ = +
⎪

= + +⎪⎩

 (2) 

In formula (2), .ur  represents the average user rating; .ir  represents the average score of 
the project; .ub  and .ib  represent user and project scoring preferences respectively; r  
represents the average value of the whole scoring matrix. AF method enhances the 
stability of similarity calculation, but weakens the data characteristics of the coefficient 
matrix to a certain extent. In the collaborative filtering algorithm of matrix 
decomposition, the algorithm can fill in the missing part of the scoring matrix by 
decomposing the matrix, so that the low-rank property of the coefficient matrix can be 
guaranteed. Therefore, the prediction accuracy of the model is strengthened. The matrix 
with noise data is represented by AR , and the distribution mode of AR  is Gaussian 
distribution with equal direction. Its distribution form is shown in Figure 2. 

Figure 2 Gaussian distribution map 

 

-3σ

Φ(σ)

-2σ -σ 0 +σ +2σ +3σ
σ

 

In Figure 2, σ  represents the dispersion degree of normal distribution data. The optimal 
solution of the characteristic matrix of the user and the project can be calculated through 
the loss function, and the loss function expression is shown in formula (3). 

2( , ) minA FU V R UVΓ = − →  (3) 

In formula (3), U  and V  represent the characteristic matrix of users and projects 
respectively. To find the optimal solution for formula (3), it is actually to solve the low 
rank matrix and make the low rank matrix close to the original scoring matrix. In the 
singular value decomposition (SVD) of the matrix, the relationship between the original 
scoring matrix and the user orthogonal matrix as well as the item orthogonal matrix is 
shown in formula (4) (Li et al., 2021). 

T
AR U S V= × ×  (4) 
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In formula (4), T  represents matrix transposition; S  represents a diagonal matrix. The 
expression of diagonal matrix is shown in formula (5). 

1

1 1 2

0
0 0

( , , , )r

S
S

S diag σ σ σ

⎧ ⎡ ⎤
=⎪ ⎢ ⎥

⎨ ⎣ ⎦
⎪ = ⋅⋅⋅⎩

 (5) 

In formula (5), the elements of matrix 1S  are arranged in the order of largest to smallest, 
and S  represents the rank of the original scoring matrix. If the first d  largest singular 
values of the original scoring matrix form a diagonal matrix, there is 

1 2( , , , )d dS diag σ σ σ= … . The orthogonal matrix p dU ×  and T
q dV ×  are composed of the left 

and right singular vectors corresponding to the elements in the diagonal matrix dS . Then 
the filling matrix Z  of auxiliary items is shown in formula (6). 

T
p d d d q dZ U S V× × ×= × ×  (6) 

After the filling matrix of auxiliary items is obtained, the user’s prediction score for the 
item can be calculated. The scoring calculation method refers to formula (7). 

, . .
T

i j i i d d jp r U S V×= + × ×  (7) 

In formula (7), ,i jp  represents the predicted score of item jv  in user iu . Since AR  is a 
missing matrix, if missing factors are not considered, the loss function of equation (3) has 
obvious deviation in the final filled value. Therefore, the loss function should be 
modified to equation (8) without considering missing factors. 

2( , ) ( ) minA A F
U V W R UVΓ = − →:  (8) 

In formula (8), AW  is the marking matrix. To prevent the loss function from overfitting, 
the regular terms of user characteristic matrix and project characteristic matrix are 
introduced into formula (8) to obtain the matrix decomposition model after 
reconstruction. The specific expression is shown in formula (9). 

2 2 2
1 2( , ) ( ) minA A F F F

U V W R UV U Vλ λΓ = − + + →:  (9) 

In formula (9), λ  is the control parameter of introducing the regularisation term to adjust 
the training error between the filled matrices. The iterative algorithm of Alternation Least 
Squares (ALS) is used to find the optimal solution of formula (9) (Du et al., 2019). Keep 
V  unchanged and take the derivative of .iU  to obtain the solution formula of .iU , as 
shown in formula (10). 

1
. . . . . 1 .( )T

i Ai u i u j u i u iU R V V V n Iλ −= +  (10) 

In formula (10), .A jR  represents the scoring vector of common users who have evaluated 

the item jv ; .v jU  represents the feature vector of the common users who have evaluated 

item jv ; ,v jn  represents the number of users who have evaluated project jv , and I  
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represents the unit matrix. Keep U  unchanged and take the derivative of jV  to get the 

solution formula of jV , as shown in formula (11). 
1

. . . . 2 .( )T
j A j v j v j v j v jV R U U U n Iλ −= +  (11) 

Formulas (10) and (11) update the row vectors of U  and V  respectively until the 
algorithm converges. Finally, the filled matrix can be obtained. In the auxiliary project, in 
addition to filling in the missing scoring matrix, it is also necessary to calculate the 
common user similarity. The specific calculation formula is shown in formula (12). 

, ,

2 2
, ,

( )( )
_ ( , )

( ) ( )
i k i j k jk I

i j

i k i j k jk I k I

r r r r
A sim u u

r r r r
∈

∈ ∈

− −
=

− −
∑

∑ ∑
 (12) 

3.2 Learning task analysis of target project 

In the target project, TR  represents the project scoring matrix. TW  represents the marking 
matrix in the target project, which is used to distinguish the items in TR  that are not 
scored from those that are scored. 0 represents that the item is not scored, and 1 
represents that the item is scored. The proposed algorithm mainly performs two tasks in 
the target project. Firstly, it analyses the correlation between the target project and the 
auxiliary project, and calculates the balance parameters in the UST model; Secondly, the 
UST model is used to calculate the interest similarity of users in the target project to help 
users obtain recommended projects. In the auxiliary project, the value of α  determines 
the migration degree of the similarity between the model and user interests. The stronger 
the correlation between the target project and the auxiliary project, the closer the 
similarity between users in different projects is. Therefore, the correlation in different 
fields determines the value of α . In order to measure the relevance of different items, it 
is expressed by subspace distance formula (13) 

2( , ) 1 min ( )T
T A T Adist U U U Uσ= −  (13) 

In formula (13), σ  represents singular value. TU  and AU  respectively represent the 
subspaces generated by the scoring matrix of the target project and the auxiliary project. 
The generated subspaces must meet the orthogonal constraints. In matrix decomposition, 
a non orthogonal user characteristic matrix is obtained, so it is necessary to orthogonalise 
the obtained matrix. QR decomposition technology is a common way of matrix 
decomposition, which can decompose a matrix into a column orthogonal matrix and an 
upper triangular matrix (Sun et al., 2021; Li et al., 2021; Lucero, 2022). The specific 
expression is shown in formula (14). 

U Q T= ×  (14) 

In formula (14), U  represents the non-orthogonal matrix obtained during matrix 
decomposition; Q  represents a column orthogonal matrix; T  represents the upper 
triangular matrix. The smaller the value of the subspace formed by scoring evidence, the 
stronger the correlation of the comparison items, and the greater the value of the 
migration degree factor; similarly, the larger the value of the subspace, the weaker the 
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correlation of the comparison items, and the smaller the value of the migration degree 
factor. Therefore, the migration degree α  is calculated as shown in formula (15). 

1 ( , )T Adist U Uα = −  (15) 

The final task of the target project is to generate a recommended list suitable for users, so 
it is necessary to obtain more accurate user interest similarity as far as possible. The 
method of obtaining interest similarity in the target project is similar to that used in the 
auxiliary project. The similarity calculation formula is shown in formula (16). 

, ,

2 2
, ,

( )( )
_ ( , )

( ) ( )
i k i j k jk I

i j

i k i j k jk I k I

r r r r
T sim u u

r r r r
∈

∈ ∈

− −
=

− −
∑

∑ ∑
 (16) 

According to the above analysis, the specific steps of UST-CF algorithm are as follows. 
First, enter the scoring matrices of auxiliary items AR  and target items TR , and the 
number of adjacent users is k ; fill in the missing scoring matrix through the ALS 
algorithm, and then obtain the prediction scoring matrix AZ  in the auxiliary items; in the 
matrix filling process, calculate the similarity _ ( , )i jA sim u u  of the common users of the 
auxiliary project through formula (12); then combine formula (13) with formula (14) to 
calculate the migration balance parameter α  in the model; formula (15) can obtain the 
interest similarity _ ( , )i jT sim u u  of the original users of the target project. Combining 
the common user similarity _ ( , )i jU sim u u  obtained by formula (2), the final user 
similarity of the target project can be obtained. Formula (5) can be used to calculate the 
prediction scoring matrix AZ , and finally obtain the recommended list of the target 
project. The specific flow of UST-CF algorithm is shown in Figure 3. 

The evaluation index plays an important role in the recommendation system. Through 
the evaluation index, the deviation between the predicted value and the real value of the 
model can be analysed to reflect the performance of the recommendation model. The 
model performance can be judged according to the prediction accuracy, and the 
prediction accuracy evaluation indicators mainly include mean absolute error (MAE) and 
root mean squared error (RMSE). The smaller the values of these two indicators, the 
smaller the prediction error of the model, and the higher the accuracy. The calculation 
method of MAE is shown in equation (17). 

, ,( , ) E
i j i ji j T

E

p r
MAE

T
∈

−
=
∑

 (17) 

In formula (17), ET  represents the test set; ,i jp  represents the predicted score; ,i jr  
represents the actual score. Similarly, the calculation method of RMSE is shown in 
formula (18). 

2
, ,( , )

( )
E

i j i ji j T

E

p r
RMSE

T
∈

−
=
∑

 (18) 
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Figure 3 Specific flow chart of UST-CF model generating recommendation list (see online 
version for colours) 

Start

Enter the scoring matrix of auxiliary 
items, the scoring matrix of target items, 

and the nearest neighbor number

The prediction scoring matrix is obtained 
by filling in the scoring matrix of 

auxiliary items with the alternating least 
squares method

Calculate the similarity of common users 
of auxiliary projects

Calculate the balance parameters in the 
UST model

Calculate the similarity of common users 
of the target project, and obtain the 

similarity of the end users of the entire 
target project

Calculate the predicted score 
matrix of the target project

Generate a recommended list 
of target project users

End

 

4 Performance analysis of collaborative filtering recommendation 
algorithm based on user interest similarity migration 

4.1 Analysis of recommendation performance under the same user space and 
the same scoring form 

The research verifies the MAE and RMSE index performance of the model by designing 
different experimental schemes. The remaining five different algorithms are used for 
comparison with the UST-CF algorithm proposed in the study, including Pearson 
Correlation Coefficients (PCC), Unite Pearson Correlation Coefficients (Unite PCC), 
regulated matrix factorisation (RMF), collaborative matrix factorisation (CMF) and User 
Simulation Transfer unInput (UST unInput). In the experimental scheme with the same 
user space and scoring form, the sparsity of auxiliary items is fixed at 5%. In the 
experiment, 500 users are selected to score 1000 learning behaviors, and their 500 
learning behaviors are used as the data of auxiliary items, while the remaining 500 
learning behaviors are used as the data of target items. In the target project, each user 
evaluates at least 20 learning behavior styles, and tests them according to different 
sparsity in the target project. MAE results of different algorithms in target projects with 
different sparsity are shown in Figure 4. 
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Figure 4 MAE results of different algorithms in target projects with different sparsity (see online 
version for colours) 
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In Figure 4, the sparsity in the target project is divided into five groups, increasing from 
0.5% to 3.0%. In the same algorithm, as the proportion of user evaluations increases, the 
MAE score of the algorithm decreases, indicating that the recommendation accuracy of 
the algorithm is improved. In the same accuracy, the recommendation effect of using the 
transfer learning method is obviously better than that of not using the transfer learning 
method. The MAE values of PCC and RMF algorithms are higher than those of Unite 
PCC, CMF and UST-CF. The UST-CF algorithm proposed in the study has the lowest 
MAE value whether in the comparison between models or in the performance 
comparison of sparsity. When the target item sparsity is 3.0%, the MAE value of the 
UST-CF algorithm proposed in the study is 0.67. The RMSE results of different 
algorithms in target projects with different sparsity are shown in Figure 5. 

Figure 5 RMSE results of different algorithms in target projects with different sparsity  
(see online version for colours) 
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In Figure 5, in the same sparse environment, the RMSE value of the migration learning 
algorithm is lower than that of the without migration learning algorithm, and the UST-CF 
algorithm has the best performance. In the same algorithm, the lower the sparsity of the 
target item, the higher the recommendation performance of different algorithms. When 
the sparsity of UST-CF algorithm is 3.0%, the RMSE value is 0.88. From the 
comprehensive analysis of Figures 4 and 5, the lower the sparsity of the target item, the 
greater the gap between the MAE values of other algorithms and the UST-CF algorithm. 
It shows that this algorithm has obvious advantages in the case of low sparsity, and has a 
better mitigation effect on data sparsity. To verify whether the missing matrix in the 
filling auxiliary items is conducive to improving the final recommendation effect of the 
model, the experiment adds the UST unInput algorithm without filling for comparison. 
The comparison results are shown in Figure 6. 

Figure 6 Comparison of recommendation effect between filled missing matrix and unfilled 
missing matrix: (a) comparison of MAE results between UST-CF algorithm and UST 
unInputsuanfa and (b) comparison of RMSE results between UST-CF algorithm and 
UST unInputsuanfa (see online version for colours) 
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In Figure 6(a), the MAE of the model without missing matrix is 0.782 when the sparsity 
is high; when the sparsity is low, the MAE is 0.697. The MAE of the model filled with 
missing matrix is 0.769 when the sparsity is low; when the sparsity is low, the MAE is 
0.681. In Figure 6(b), when the sparsity is 0.01, the RMSE values of the filled algorithm 
and the unfilled algorithm are 1.002 and 1.022 respectively; when the sparsity is 0.03, the 
RMSE values of the filled algorithm and the unfilled algorithm are 0.888 and 0.900 
respectively. The results show that the algorithm recommendation accuracy is 
significantly improved after the missing matrix is filled. 

4.2 Analysis of recommendation performance under the same user space and 
different scoring forms 

The experimental scheme adopts the same scoring data as above. Convert the scoring 
data in auxiliary items, mark the scoring items with a score of 5 or more as like, and 
record them as 1; items scored less than 5 points are marked as disliked and recorded as 
0. The Unite PCC model is required to have a common scoring form for the project, 
which is not applicable to the scheme. MAE results of other models in this scheme are 
shown in Table 2. 



   

 

   

   
 

   

   

 

   

    Research on a recommendation model for sustainable innovative teaching 13    
 

    
 

   

   
 

   

   

 

   

       
 

Table 2 Comparison of MAE results of different models in different sparsity in Scheme II 

Sparsity 
Algorithm 1% (MAE) 1.5% (MAE) 2% (MAE) 2.5% (MAE) 3.0.% (MAE) 
PCC 0.8822 0.8412 0.8167 0.7877 0.7485 
RMF 1.1068 0.9498 0.8745 0.8189 0.7769 
CMF 1.0469 0.8863 0.8173 0.7604 0.7395 
UST-unImpute 0.8872 0.8020  0.7620  0.7409 0.7191 
UST-CF 0.8711 0.7913 0.7482 0.7303 0.7095 

In Table 2, due to different scoring forms, the recommendation accuracy of PCC 
algorithm has not improved significantly. When the sparsity is 1.0%, its MAE score is 
0.8822; when the sparsity is 3.0%, the MAE score is 0.7485. The proposed UST model 
has significantly improved the recommendation accuracy in both unfilled and filled 
forms. When the sparsity is 3.0%, the MAE score of the unfilled UST model is 0.7191; 
the MAE score of the filled UST model is 0.7095. The RMSE results of other models in 
this scheme are shown in Table 3. 

Table 3 Comparison of RMSE results of different models in different sparsity in Scheme II 

Sparsity 
Algorithm 1% (RMSE) 1.5% (RMSE) 2% (RMSE) 2.5% (RMSE) 3.0.% (RMSE) 
PCC 1.1801 1.1014 1.0599 1.0246 0.9739 
RMF 1.4175 1.2234 1.1281 0.0571 1.0081 
CMF 1.3430 1.1513 1.0620 0.9850 0.9582 
UST-unImpute 1.1809 1.0527 0.9882 0.9620 0.9346 
UST-CF 1.1639 1.0377 0.9714 0.9488 0.9207 

In Table 3, the RMSE scores of the UST model proposed in the study drops below 0.95 
when the sparsity is 3.0%. The MAE score of the unfilled UST model is 0.9346, and the 
MAE score of the filled UST model is 0.9207. Through comprehensive analysis and 
comparison between Tables 2 and 3, when different scoring forms are used in auxiliary 
projects and target projects, the UST model proposed in the study has better adaptability 
and recommendation effect in practical application. 

4.3 Analysis of recommendation performance with different user spaces and the 
same scoring form 

In this experimental scheme, the experiment is divided into different groups according to 
the number of common users of the auxiliary project and the target project. The total 
number of users is increased to 1500, and the first group is 300. The number of common 
users of each group is increased by 300 from the previous group, which is divided into 
five groups. The fifth group is 1500. In the target project, each user should evaluate at 
least 20 learning behaviors and keep the sparsity of the project at 1.0%. Because Unite 
PCC and CMF models need to use common features to decompose the scoring matrix, 
the model has no decomposition effect in some common users. Therefore, the two models 
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only present the final comparison results. MAE results of different models in Scheme 3 
are shown in Figure 7. 

Figure 7 MAE results of different models in Scheme 3: (a) MAE values of different models in 
Scheme III and (b) RMSE values of different models in Scheme III (see online version 
for colours) 
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In Figure 7 (a), the MAE values of PCC and RMF algorithm do not change. Therefore, in 
the environment of some common users, the recommendation effect of PCC algorithm 
and RMF algorithm needs to be improved. However, the MAE value of the UST model 
in different user numbers is changing. With the increase of the number of common users, 
the MAE value is decreasing. Thus, the number of common users has a certain impact on 
the recommendation effect of the UST model. In Figure 7(b), the RMSE scores of PCC 
and RMF algorithms change in different user environments. In the UST model, the 
number of users is inversely proportional to the RMSE score. The more user information, 
the more effective the improvement of model accuracy. Based on the analysis of the 
results in Figure 7, the UST-CF algorithm makes more thorough use of the user 
information of auxiliary projects. Therefore, the recommendation accuracy of the model 
can still be improved when there are fewer common users. The performance of UST-CF 
algorithm is verified. The balance parameters in the algorithm also have an impact on the 
prediction effect. Therefore, the recommended performance effects of UST-CF in 
different balance parameters are shown in Figure 8. 

Figure 8 Recommended performance effect of UST-CF in different balance parameters 
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In Figure 8, the larger the balance parameter, the lower the MAE and RMSE scores of the 
UST-CF model. When the balance parameter is 0.95, the MAE and RMSE scores of the 
model are 0.7066 and 0.8978 respectively. In the experiment of adjusting the balance 
parameter, the higher the similarity between the transfer learning of auxiliary items and 
target items, the better the recommendation performance of the model. 

5 Conclusion 

In the network TCFL, the network teaching platform provides users with teaching content 
and teaching methods that are difficult to satisfy users. Therefore, in order to make the 
TCFL develop in a higher quality, the research uses the model to transfer the interest 
similarity, so as to improve the recommendation effect of the recommendation model. 
The method of user similarity is applied to rating users. This method is used for solving 
the sparsity problem of collaborative filtering technology, and can obtain suggestions 
from similar users’ information. In addition, this method shows good performance in a 
variety of datasets. Especially when the data sparsity is high, it can still play a role in 
recommendation (Hu and Schwartz, 2022; Zhu et al., 2021). SVD method calculates the 
maximum singular value and ahead singular value of sparse matrix to fill the matrix. This 
method is widely used in image restoration and recommendation systems (Ortal and 
Edahiro, 2020; Kai et al., 2021). The UST-CF model is proposed using the above 
methods, and different non migration learning algorithms and migration learning 
algorithms are compared with them. The experimental results show that the overall 
performance of the model using transfer learning is obviously better than that of the 
model using non transfer learning; in different sparsity environments, the lower the 
sparsity, the better the migration effect of user interest similarity; the transfer learning 
model still has strong adaptability in the environment with high sparsity. By filling in the 
missing matrix in the model and calculating the similarity between different items, the 
recommendation performance of the model is improved. Three schemes are designed to 
verify the performance of the UST-CF model proposed in the study. The analysis results 
show that the performance of the UST-CF model in different experimental schemes is 
higher than that of other models. In Scheme I, the model has a significant gap with other 
models in an environment with the sparsity of 1.0%; when the sparsity is 3.0%, the MAE 
and RMSE scores are 0.67 and 0.88 respectively; in Scheme II, the model has better 
adaptability to different scoring forms. When the sparsity is 3.0%, the MAE and RMSE 
scores are 0.7095 and 0.9346 respectively; in Scheme 3, the UST-CF model performs 
better in using the user information of auxiliary projects, and has good recommendation 
effect when the number of common users is small. It is a relatively new method to 
combine the innovative way of teaching CFL with the network recommendation model. 
The UST-CF model proposed in the study effectively alleviates the problem of data 
sparsity in the target field, improves the intelligence and recommendation quality of the 
model, makes the UST model have extensive applicability and strong stability, and 
provides a new research direction for the development of recommendation systems. 
However, there are still some deficiencies in the research. The sample data used in the 
study is small, and the same weight value is applied to transfer learning. Therefore, the 
follow-up research also aims at improving the problems. Subsequent research can expand 
the sample data to further optimise the recommendation effect, and optimise the weight 
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of transfer learning to make the model recommendation effect more reasonable and 
scientific. 
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