
 
International Journal of Mathematics in Operational
Research
 
ISSN online: 1757-5869 - ISSN print: 1757-5850
https://www.inderscience.com/ijmor

 
Approximately optimum strata boundaries under super
population model
 
Faizan Danish, S.E.H. Rizvi
 
DOI: 10.1504/IJMOR.2022.10052805
 
Article History:
Received: 24 August 2022
Accepted: 06 November 2022
Published online: 23 February 2024

Powered by TCPDF (www.tcpdf.org)

Copyright © 2024 Inderscience Enterprises Ltd.

https://www.inderscience.com/jhome.php?jcode=ijmor
https://dx.doi.org/10.1504/IJMOR.2022.10052805
http://www.tcpdf.org


   

  

   

   
 

   

   

 

   

   Int. J. Mathematics in Operational Research, Vol. 27, No. 1, 2024 63    
 

   Copyright © 2024 Inderscience Enterprises Ltd. 
 
 

   

   
 

   

   

 

   

       
 

Approximately optimum strata boundaries under 
super population model 

Faizan Danish* and S.E.H. Rizvi 
Department of Mathematics, 
School of Advanced Sciences, 
VIT-AP University, 
Inavolu, Beside AP Secretariat, Amaravati AP, India 
and 
Division of Statistics and Computer Science, 
Faculty of Basic Sciences, 
Sher-e-Kashmir University of Agricultural Sciences and 
Technology of Jammu, 
J&K, India 
Email: danishstat@gmail.com 
Email: sehrizvistat@gmail.com 
*Corresponding author 

Abstract: In the present investigation, a methodology has been developed 
under super population model for obtaining approximately optimum strata 
boundaries (AOSB) on highly related variable with the variable under 
consideration which is applicable for the situation having more than one study 
variables with product estimator. Minimal equations have been obtained under 
certain assumptions by minimising the generalised variance expressions. Under 
this complex nature we developed 3

5Cum ( )R x  rule for obtaining the AOSB. 
Empirical studies have also been made on certain density functions, which 
showed remarkable gain in precision. 
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1 Introduction 

Dalenius (1950) pioneered the concept of obtaining stratification points using study 
variable as stratification variable. A significant contribution has been made by Dalenius 
and Hodges (1957), Serfling (1968), Ekman (1969), and Lavall’ee and Hidiroglou (1988) 
for obtaining the stratification points, and Neyman (1934) on the number of observations 
to be selected from each stratum. Ghosh (1963) has worked in proportional allocation 
under two characters. Due to complex formulation of equations, an iterative procedure 
has been developed by Unnithan (1978) for obtaining initial feasible solution. Study has 
been made on highly skewed population in business and agricultural surveys by Rivest 
(2002). Rizvi et al. (2002) used the compromised method and Verma (2008) ratio and 
regression method for obtaining AOSB and Cochran (1977) considered the distribution of 
the data to be approximately uniform. Danish and Rizvi (2018) proposed a method for 
obtaining stratification points using two auxiliary variables. 

In recent years there has been an incredible interest of researchers towards the area of 
stratification points. Danish and Rizvi (2018) proposed a method for obtaining 
stratification points using two highly related variables. Reddy et al. (2018) studied 
stratification points and size for health related populations and Danish et al. (2017) 
utilised single auxiliary variable for stratification purpose using mathematical 
programming approach. Two stratification variables have been used by Danish et al. 
(2020), and Danish and Rizvi (2021, 2019). Abo-El Hassan et al. (2021) proposed goal 
programming for obtaining the stratification points. In recent years there has been 
dramatically increase in the literature regarding obtained the strata boundaries some of 
the latest work has been done by Brito et al. (2021), Reddy and Khan (2020), Danish 
(2019), Reddy and Khan (2020). Alshqaq et al. (2022) discussed about linear 
approximation of the multivariate stratified sampling problem with examples. Hamid et 
al. (2021) suggested that mathematical goal programming model to determine the 
optimum strata boundary by bi-variate variables in multi-objective problem with 
minimum variance. 

Thus, in the present investigation we have used product estimator using to study 
variables and one auxiliary variable and minimised the general variance for obtaining 
AOSB and a method has been proposed for the same. The paper concludes with an 
empirical study. 
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2 Variance and covariance for product estimators under super population 
set up 

Let us make L strata from the given population of size N and assume that in each stratum 
the regression lines of the two interested variables on the highly related variable are linear 
and pass through origin. 

Let the regression of Y on X be given by the linear model 

( )   ( 1, 2)j j jY C X e j= + =  (1) 

where Cj(X) is a real function of X, and ej is disturbance so that E(ej/X) = 0, 
( / , )j jE e e X X′ ′  = 0, for x ≠ x′ V(ej/X) = ηj (xi) > 0, j = 1, 2, x ∈ (a, b), (b – a) < ∞. E(ejcj) 

= 0 but E(c1c2) ≠ 0. If fs (x, y1, y2) denoted joint density function of (X, Y1, Y2) and f(x) 
marginal of X in the super-population model, then we have 

1
( )

h

h

x
h

x
W f x dx

−
=   

1

1 ( ) ( )
h

j j
h

x
hy hc j

xh
μ C x f x dxμ

W −
= =   

( )
1

22 21 ( ) ( )
h

jj
h

x
hcjhc xh

σ C x f x μdx
W −

= −  

2 2
jj j hηhy hcσ σ μ= +  

where (xh–1, xh) stratification points, jhημ  is the average value, ηj(xi) the conditional 
variance of the hth subpopulation. 

Further, we assume that for character Y, R11 = R12 = … = R1L = R1 and that for 
character Z, R21 = R22 = … = R2L = R2 so that we can use combined product estimators. 
The combined estimators in case of stratified sampling are given by 

( )( )1 1
.

L L
h h h hh h

st p

W y W x
Y

X
= ==

 
 (2) 

and 

( )( )1 1
.

L L
h h h hh h

st P

W W x
Z

z

X
= ==

 
 (3) 

where h
h

NW
N

=  is the stratum weight and , , , ,h h hx X Z Y  and hX  sample mean, 

population mean, sample mean, sample mean and population mean of X, X, Z, Y and X 
respectively. 

For large population size, the approximate variance expressions are given by 

( ) ( )
2

2 2
.

2
111

1 2
L h

st p hxyhyh h
hx

W
V Y σ R R σ

n n
σ

=
= + −  (4) 
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and 

( ) ( )
2

2 2
.

2
111

1 2
L h

st P hxzhzh h
hx

W
V Z σ R R σ

n n
σ

=
= + −  (5) 

The covariance expression has been given in the following Lemma. 

Lemma 1: 

The covariance term between the product estimators .st pY  and .st PZ  can be given as 

( ) ( )
2

. . 1 2 2 11
2, ?

L h
st p st P h yz hxy hxx zh h

h
W

ov Y Z σ R RC σ σ
n

σR R
=

= + + −  (6) 

Proof: 

If we take 1 ,h h hy Y= + ∈  2 ,h h hz Z= + ∈  and h h hx X ξ= +  so that E(∈1h) = E(∈2h) = E(ξh) 
then the product estimator .st pY  as given by (2) may be written in the following manner 

. 1 1
1 ( h h h h h h h hh h h hst p XY X W YY W ξ W W ξ
X

= + + +      (7) 

and 

. 2 2
1 ( h h h h h h h hh h h hst P XY X W ZZ W ξ W W ξ
X

= + + +      (8) 

Now ignoring the terms of second order we have 

( ) ( ){
( )}

( ) ( ){ }

. . 12

2

2
1 22 1

1, ,

  

1 ,

st p st P h h h h

h h h h

L
h h h hhh

Cov Y Z Cov XY X W Y W ξ
X

XZ X W Z W ξ

W Cov X Yξ X Zξ
X =

= + +

+ +

= + +

 
 







 

 (9) 

The expression (9) may be easily written as follows 

( ) ( ) ( )
( ) ( )

2
. . 1 2 2 11

1 2 1 2

, , ,

 , ,

L
st p st P h h h hhh

h h h h

Cov Y Z W Cov R Cov ξ

R Cov ξ R R Cov ξ ξ
=

= +

+ + 

   


 (10) 

Which can further be expressed as 

( ) ( )
2

. . 1 2
2

2 1
1

,
L

h
st p st P h yz hxy x

h
x h z

h
h

W
Cov Y Z σ R R Rσ Rσ σ

n=

= + + +  

Hence the lemma. 
When samples from different strata are drawn using proportional method of 

allocation, the expressions for variances and covariance become 
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( ) ( )2 2
. 11

2
1

1 2h
L

st P h hxyhyP h xV Y W σ R R
n

σ σ
=

= + +  (11) 

( ) ( )2 2
. 22

2
1

1 2h
L

st P h hxzhzP h xV Z W σ R R
n

σ σ
=

= + +  (12) 

and 

( ) ( )2
. 1 2 2 11

21. ,
L

st P h yz hxy hxzhh hxCov Yst p Z W σ R R σ
n

σ σR R
=

= + + +  (13) 

The appropriate regression equations, under the assumption that function form of Y and 
X, and Z and X in the superpopulation are linear with regression lines passing through 
origin, are given as 

1 1 1ij ijY R X e= +  (14) 

2 1 2ij ijZ R X e= +  (15) 

where R1 = μy/μx, R2 = μz/μx and eij’s are the deviation of Yij and Zij from the regression 
line, and for any given xi we have 

( ) ( ) ( ) ( ) ( ) ( )1 2 1 1 2 20, 0, ,ij i ij i ij i i ij i iE e x E e x V e x η x V e x η x= = = =  

η1(xi), η2(xi) > 0 for every x in (a, b). 
Under these regression models we have 

1
2 2

11 1
2 2 22 4hxy hh ηhy x hxRσ σ σRσR μ+ + = +  

2
2 2 2

22 2
2 22 4hhx h ηh xxz hzσ R σ σ σR R μ+ + = +  

and 

1 2 2 1 1 2
2 24h yz hxy hxzhx hxσ σR R R R R Rσ σ σ+ + + =  

Thus the expressions for the variances and covariance under proportional method of 
allocation, as given as (11) to (12), reduce to 

( ) 1
2

2
1

1
.

4 η
st P h

L
xhP h

μRV Y W
n

σ
n =

= +  (16) 

( ) 2
2

2
1

2
.

4 η
st P h

L
xhP h

μRV Z W
n

σ
n =

= +  (17) 

( ) 31 2
. . 1

4,
L

st p s P xt hhh

R RCov Y Z W
n

σ
=

=   (18) 

3 Minimal equations 

Let {xh} denotes stratification define in (a, b) of the stratification variable X, then the 
generalised variance G5 as given by (19), as below 
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( )

2

5 2

22 2

y yz

zy z

y z yz

σ σ
G

σ σ

σ σ σ

=

= −

 (19) 

where 2 ,yσ  2
zσ  and σyz denote 1.( ) ,st R PV Y  .( ) ,st P PV Z  and 1. .( , )st R st P PCov Y Z  respectively. 

Differentiating G5 partially with respect to {xh} and then equating its derivative to 
zero we obtain 

22
5 2 2 2 0, 1, 2, 3, , 1y y zz

y z y z
h h h h

σ σG sσ σ σ h L
x x x x

∂ ∂∂ ∂= + − = = −
∂ ∂ ∂ ∂

…  (20) 

Inserting the values of 2 ,yσ  2
zσ  and σyz from (16) to (18) in (20), on simplification we 

obtain 
2 2

2 2 0, 1, 1, 2, , 1h iix
h i ixhx

h h h

hx

h

W σ WW σ W σ i h h
x x
σ

n L
x x

∂∂
∂

∂ ∂+ + + = =
∂ ∂ ∂

+ = −  (21) 

For solution, we need partial derivatives, as can be easily obtained, which are given by 

( ) ( )
2 2 2hhx

h hx hx
h h

μ
σ f x x σ
x W

∂  = − − ∂
 (22) 

and 

( ) ( )
2 2 2hix

h i x ix
h i

σ f x x μ σ
x W

∂  = − − ∂
 (23) 

Further we know that 

( ) ( ) and h i
h h

h h

W Wf x f x
x x

∂ ∂= = −
∂ ∂

 

Thus the minimal equations (20) can further be expressed as 

( ) ( )2 2
h hx h ixx μ x μ− = −  

Or h hx ix hx µ µ x− = −  (24) 

And, finally the required minimal equations are obtained as 

, 1
2

hx ix
h

µ µx i h+= = +  (25) 

1, 2, , -1h L= …  

This gives the points corresponding to the minimum of generalised variance G5. This also 
states that the best xh is the average of two starta means, based on auxiliary variable, 
which it separates. Hence, all the points xh (h = 1, 2, 3, …, L – 1) can be obtained and 
desired strata formed. 
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Remarks: 

1 It can be easily verified that by putting C1(xh) = 2R1xh and C2(xh) = 2R2xh in the 
minimal equations Rizvi et al. (2000), as obtained in case of stratified simple random 
sampling under proportional method of allocation, we will get exactly the same 
result as obtained in (25). 

2 This may also be pointed out that the minimal equations, as obtained here for two 
characters’ case, are similar to the case when we take only one study variable 
together with one auxiliary variable as given by Singh and Sukhatme (1969). 

4 Approximate solutions of the minimal equations 

The preceding section, we have developed minimal equations, the solution to which will 
result in stratification points {xh}. It is difficult to get exact solution, therefore, we shall 
obtain approximate solutions to the minimal equations (24) which may then be utilised to 
get approximately optimum strata boundaries (AOSB). 

As pointed earlier, the minimal equations for the present case can be obtained directly 
from (25) by merely putting C1(xh) = 2R1xh and C2(xh) = 2R2xh. Also the terms of 
variances and covariance as given by (16) to (18) can be achieved through the same 
substitutions. Hence, minimal equations as obtained in product estimation case become a 
particular case of stratified simple random sampling estimate under proportional 
allocation. Thus solutions for (24) can also be obtained in the same way. 

The solution can be obtained as below: 

1

2
1( ) ( ) constant

h

h

x

h
x

K I t f t dt
−

=  (26) 

where 

1 21
2 2

2 1( ) ( ) ( )η ηI t μ C t μ C t′ ′= +  (27) 

Now, if we take 

1 1( ) 2h hC x R x=  

and 

2 2( ) 2h hC x R x=  

Then 

( )1 12hC x R′ =  

and 

( )2 22hC x R′ =  

Putting these values in (27) we have 
2 2

3 1 22 1( ) 4 ) 4η ηI t R Rμ μ= +  (28) 

Therefore, we have 
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1

2
3 ( ) ( ) constant, 1, 2, 3, ,

h

hx
h

x
K I t f t dt h L

−
= = …  (29) 

where order O(m4), m = (Sup(Kh))(a, b) is ignored on both side. Thus, we have following 
theorem: 

Theorem 1: 

If the estimation variables Y and Z are negatively correlated with highly related variable X 
so that the regression lines are presented by 

1 1Y R X e= +  

1 2Y R X e= +  

where e1 and e2 are the error terms such that E(ej/X) = 0, E(ej, e′j)/(X, X′) = 0 for X ≠ X′ 
and V(ej/X) > 0 (j = 1, 2) for all X ∈ (a, b) with (b – a) < ∞, and further if the function 
I3(X) f(x) belong to Ω, then the equation can be obtained as 

1

2
3 ( ) ( ) constant, 1, 2, ,

h

h

x

x
hK I t f t dt h L

−
= = …  

For large number of strata O(m4), m = (Sup(Kh)) terms are ignored and the function I3(t) 
is given by 

2 2
3 1 22 1( ) 4 4η ημI t R R μ= +  

5 Approximate system of equations 

The results can be stated as follows: 

1 If the expression of the obtained equations, we retain only the first term thereby 
neglecting the rest ones, then the two sides are equalised if 

Constant ( ) , ,  hK b a L h L= = − ∀ =…  (30) 

 and stratification points are 

0with  and h L
b ax a h x a x b

L
−= + = =  

Now using Lemma-I in the system of minimal equations (29) and putting λ = 1,  
1/2 and 1/3, we have following approximate system of equations. 

2 
1

2
3 1( ) ( ) , 1, 2, ,

h

h
h

x

x
K I t f t dt C h L

−
= = …  (31) 

3 
1

2
3 2[ ( ) ( ) , 1, 2, ,

h

h

x
h

x
K I t f t dt C h L

−

  = =  …  (32) 

4 
1

3
3

3 3( ) ( ) , 1, 2, ,
h

h

x

x
I t f t dt C h L

−

  = =   …  (33) 
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In single study variable, several forms of Q(xh–1, xh) have been developed by Singh and 
Sukhatme (1969). In all the above system of equations, C′is (i = 1,2,3) are the constraints 
to be determined. This may be pointed here that the approximate system of equations (33) 
is more approximate from practical point of view for which the exact value of the 
constant C3 is given by 

1

3
3

3 33
1 ( ) ( )

h

h

x

x
C I t f t dt

L −

 =     (34) 

Based upon the above findings, we shall give a rule to find out the AOSB for two 
variables of interest when product method of estimation is used. 

6 Cum 3 5 ( )R x  rule 

If the function R5(x) = I5(X)f(x), where 1 2
2 2

5 2 1( ) 4 4 ,η ηI t R Rμ μ= +  is closed and initial 
derivatives exists of x in (a, b), then for any vale of L keeping same distance of intervals 
on the cumulative cube root of R5(x) will result in {xh}. 

Remark: 

Since the function I5(x) is itself a constant, proposed method reduced to 3Cum ( )f x  
rule. And, in case of any distribution with fixed subpopulation size, the stratification pints 
will remain stagnant irrespective of conditional variance expression viz. η1(x) and η2(x). 

7 Empirical study 

For the empirical study, we consider the following distributions: 

• uniform distribution: f(x) = 1 1 ≤ x ≤ 2 

• right triangular distribution: f(x) = 2(2 – x) 1 ≤ x ≤ 2 

• exponential distribution: f(x) = e(x+1) 1 ≤ x ≤ ∞ 

This section is devoted to illustrate the usefulness of the developed rule of obtaining the 
set of AOSB as compared to no stratification. For this purpose the values of the AOSB, 
and then the other parametric values for each stratum, have been obtained by making the 
use of methodology. Each value of AOSB for different values of L, the number of strata, 
were obtained through iteration procedure by a margin of ± 0.0005, for each distribution. 
The numerical values of AOSB, KG5 and % R.E. (percentage relative efficiency), where 
K is given by 1 2

2 2 2
2 1/ (4 4 ),η ημ μK n R R= +  have been presented in Tables 1, 2 and 3 for 

uniform, right triangular and exponential distributions respectively. All these values 
depend only on the form of the distribution considered, and not on the values of g1 or g2. 

The exponential distribution is truncated at x = 6. From Tables 1–3, it is obtained that 
the % R.E. enhances trend proportional to the enhance in the number of subpopulations, 
however, the R.E. is higher for the present case of product estimator than the usual 
estimator of stratified random sampling. It may be seen that the % R.E. ranges from 
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403.17 to 3,552.37, 356.03 to 2,961.47, and 312.61 to 2,515.47 for uniform, right 
triangular and exponential distributions, respectively. 
Table 1 AOSB and % R.E. with respect to no stratification for uniform distribution 

L AOSB KG5 % R.E. 
1 1.0000 2.0000  0.0834593 - 
2 1.0000 1.49953 2.0000  0.0207009 403.17 
3 1.0000 1.33280 1.66561 2.0000 0.0092094 906.24 
4 1.0000 1.24949 1.49898 1.74847 0.0052410 1,592.43 

2.0000  
5 1.0000 1.19948 1.39897 1.59845 0.0033688 2,477.42 

1.79793 2.0000  
6 1.0000 1.16618 1.33235 1.49853 0.0023494 3,552.37 

1.66471 1.83089 2.0000  

Table 2 AOSB and % R.E. with respect to no stratification for right triangular distribution 

L AOSB KG5 % R.E. 
1 1.0000 2.0000  0.0555483 - 
2 1.0000 1.40492 2.0000  0.0156022 356.03 
3 1.0000 1.26179 1.56029 2.0000 0.0072113 770.29 
4 1.0000 1.19368 1.40447 1.64476 0.0041390 1,342.07 

2.0000  
5 1.0000 1.15368 1.31735 1.49553 0.0026796 2,073.01 

1.69852 2.0000  
6 1.0000 1.12737 1.26134 1.40402 0.0018757 2,961.47 

1.55929 1.73617 2.0000  

Table 3 AOSB and % R.E. with respect to no stratification for exponential distribution 

L AOSB KG5 % R.E. 
1 1.0000 6.0000  0.8239026 - 
2 1.0000 2.56028 6.0000  0.2635587 312.61 
3 1.0000 1.94569 3.33292 6.0000 0.1249641 659.31 
4 1.0000 1.67971 2.55935 3.80872 0.0721812 1,141.44 

6.0000  
5 1.0000 1.53078 2.17593 2.99829 0.0468111 1,760.06 

4.13486 6.0000  
6 1.0000 1.43549 1.94501 2.55853 0.0327534 2,515.47 

3.33067 4.37304 6.0000  
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8 Concluding remarks 

In this study, we have developed a methodology for estimating the stratification points on 
highly related variables with variables under consideration, feasible for the surveys have 
more than one variable under consideration for product estimators. A 3 5Cum ( )R x  rule 
has been developed for estimating the stratification points. Numerical illustrations show 
high gain in precision in the proposed method. It shows the % R.E. enhances with the 
enhancement in size of subpopulations, however, the R.E. is higher for the present case of 
product estimator than the usual estimator of stratified random sampling. It may be seen 
that the % R.E. ranges from 403.17 to 3,552.37, 356.03 to 2,961.47, and 312.61 to 
2,515.47 for uniform, right triangular and exponential distributions, respectively. 
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