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Abstract: Without words, any language is incomplete, and grammar is 
responsible for driving those words. Interaction with computers is similar to 
human conversation in that it requires words and signs to communicate with 
one another. The traditional method of interacting with a computer by clicking 
and tapping on options is gradually being replaced by a more seamless 
approach that includes conversations. This modern mode of communication 
includes speaking to the computer in a more natural manner, similar to how we 
speak to other people. Natural language processing is the science behind how 
humans can interact with computers more intuitively. The goal of this domain 
is to figure out how to make computers understand and make sense of 
commonly spoken human language in addition to the usual and rationally 
defined set of instructions. 
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1 Introduction 

Natural language processing (NLP) is a wide subject matter that falls under artificial 
intelligence (AI) technology. As a, end result of NLP, computer systems are capable to 
interpret textual content and spoken words in a similar manner to how humans do it. To 
get the intended outcome, NLP must be able to interpret not just letters, words but also 
phrases, sentences and paragraphs in their context-based entirely on syntax and 
semantics, grammar, etc. NLP algorithms distinguish the human language into  
machine-understandable chunks that can be utilised to build NLP-based software. Today, 
NLP is finding applications throughout the different industrial landscape, thanks to the 
introduction of helpful NLP libraries in python. In fact, NLP is now a crucial element of 
deep learning development. 

The boundaries of language understanding and creation have been expanded by the 
introduction of transfer learning and pretrained language models in NLP. The main trend 
of the most recent research advances is the application of transformers and transfer 
learning to various downstream NLP tasks. 

The most recent advancements in NLP language models appear to be driven not only 
by the enormous increases in computing power but also by the identification of creative 
strategies for model lightening while maintaining high performance. When used, NLP 
models like bidirectional encoder representations from transformers (BERT), GPT2, 
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XLNet and PaLM have very strong empirical foundations and are conceptually simple to 
understand. These models are made with the intention of achieving the most recent  
state-of-the-art outcomes on key NLP tasks, such as answering questions, recognising 
named entities, understanding language, reasoning, and creating new languages. 

Among other NLP applications, extracting applicable information from text is 
fundamental for building chatbots, digital assistants because to educate the NLP 
algorithms a large amount of dataset is required for better overall performance however 
our Google Assistant and Alexa are becoming extra herbal day-by-day. 

The Python libraries are a powerful way to invent AI-based and NLP-based systems 
in a very efficient plus pragmatic manner. This paper intends to focus on and analyse the 
features of the most famous Python libraries, as well as their potential for natural 
language processing. Throughout the paper, each of these techniques will be deeply 
evaluated, with examples of their use in diverse domains. These libraries are the most 
commonly used and respected resources for solving real-world issues and developing 
high-tech systems. 

2 Tools in Python aiding to natural language processing 

Python is a powerful interpreted language with a solid core foundation and a robust 
modular component that extends the language with external modules that provide new 
features. As a result, we now have an extensible language with tools for doing a 
particular operation as efficiently as feasible. Packages are frequently used to arrange 
modules. A package is a logical grouping of modules that all serve the same function. 

2.1 Gensim 

Gensim is an open-source framework for unsupervised topic modelling and natural 
language processing written in Python (Srinivasa-Desikan, 2018). It is a tool for 
extracting semantic concepts from documents that is capable of handling large text 
collections. As a result, it differs from other machine learning software packages that 
concentrate on memory processing. To improve processing speed, Gensim also provides 
efficient multicore implementations for several algorithms. It has more text processing 
capabilities than other packages such as Scikit-learn, R, and so on. 

It performs a variety of complex tasks using best models and modern statistical 
machine learning, such as creating word or document vectors, topic identification, 
comparing and contrasting papers, and detecting semantic structure in plain-text materials 
(Ebeid and Arango, 2016). 

Aside from performing complex tasks, Gensim, which is written in Python and 
Cython, is intended to handle large text collections via data streaming and incremental 
online algorithms. This distinguishes it from machine learning software packages that are 
only intended for in-memory processing. 

2.1.1 Installation 
If you use pip to install your Python libraries, you can download the Gensim library with 
the following command: 
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• $ pip install gensim. 

If you use the Anaconda Python distribution, you can install the Gensim library by 
running the following command: 

• $ conda install -c anaconda gensim 

2.1.2 Key features 

• Create a corpus from a given dataset. 

• Create a Doc2Vec model using Gensim. 

• Create a TFIDF matrix in Gensim. 

• Create topic model with LDA. 

• Summarise text documents. 

• Create bigrams and trigrams with Gensim. 

• Create a Word2Vec model using Gensim. 

• Compute similarity matrices. 

• Create topic model with LSI. 

These are a few of the Gensim library’s capabilities. This is especially useful when 
working on language processing. 

Figure 1 GenSim implementation (see online version for colours) 
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2.2 AllenNLP 

AllenNLP is a PyTorch-based library developed by the Allen Institute for Artificial 
Intelligence. It is an open-source deep-learning library for NLP and is used for the 
chatbot development and analysis of text data. The ability to focus on research 
development is a feature of AllenNLP. Building a model with AllenNLP is significantly 
simpler than starting from scratch with PyTorch. Not only does it make development 
simple, but it also aids in experiment administration and evaluation following 
development. The library is available for initiatives focused on the industry as well as for 
study and publication. High-level parameters are frequently buried in implementation 
details in research codebases, which are also difficult to execute, debug, and extend, 
making them more likely to be rewritten (Gardner et al., 2018). AllenNLP is used for 
applying deep learning methods to NLP research that addresses these issues with  
easy-to-use command-line tools, declarative configuration-driven experiments, and 
modular NLP abstractions. 

In order to perform various popular NLP techniques, like transformer experiments, 
multi-task training, vision+language tasks, fairness, and interpretability, AllenNLP 
provides a high-level configuration language. This enables testing on a wide range of 
activities solely through configuration, enabling you to focus on the crucial research 
topics (Wallace et al., 2019). 

Figure 2 Comparison between the typical process and the process with AllenNLP (see online 
version for colours) 

 

According to our own research project, we only need to implement DatasetReader and 
model, and then run the various experiments with config files. Basically, we need to 
understand the three features below to start our project with AllenNLP: 

1 define our DatasetReader 

2 define our model 

3 setup our config files. 

Briefly put, AllenNLP is: 

• a command-line tool for training PyTorch models 



   

 

   

   
 

   

   

 

   

    Study of Python libraries for NLP 121    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

• a library containing carefully considered abstractions encapsulating the typical data 
and model operations carried out in NLP research 

• a set of models that have already been trained and can be used to do predictions 

• a set of understandable reference implementations of popular and current NLP 
models 

• a framework for experiments in reproducible science 

• open source and community-driven. 

2.3 Polyglot 

Polyglot is a python NLP pipeline, developed by Rami Al-Rfou, which supports various 
multilingual applications and offers a wide range of analysis and broad language 
coverage. It consists of lots of features such as: 

1 language detection (196 languages) 

2 tokenisation (165 languages) 

3 named entity recognition (40 languages) 

4 part of speech tagging (16 languages) 

5 sentiment analysis (136 languages) 

6 word embeddings (137 languages) 

7 morphological analysis (135 languages) 

8 transliteration (69 languages). 

Figure 3 Polyglot implementation (see online version for colours) 
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It is quick because it is built on NumPy. It distinguishes itself from the competition 
owing to its extensive selection of specialised commands. It can be used for languages 
that do not support Spacy and is analogous to Spacy. 

2.4 spaCy 

spaCy is a Python library for advanced natural language processing that is free and open 
source. It will be used to develop text pre-processing for deep learning, natural language 
understanding systems, and information extraction systems. It supports named entity 
recognition, dependency parsing, and parts-of-speech tagging in convolutional neural 
networks using a deep learning workflow (Neumann et al., 2019). 

Ines Montani and Matthew Honnibal are the main developers and maintainers of 
Spacy. Scipy is a Python and Cython program. We have access to more than 60 
languages, including English, Hindi, Spanish, German, French, and Dutch, for text 
processing, concentrate primarily on industrial goals. 

Figure 4 Spacy implementation (see online version for colours) 

 

2.4.1 How to setup spaCy 
pip, a Python package manager, can be used to install spaCy. To avoid relying on  
system-wide packages, you can use a virtual environment. 

Create a new virtual environment: 

• $ python3 -m venv env 

Activate this virtual environment and install spaCy: 

• $ source ./env/bin/activate 

• $ pip install spacy 

2.4.2 Key features 
1 More than 66 languages are supported. 
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2 There are 76 trained pipelines for 23 languages. 

3 Pretrained transformers such as BERT are used for multi-task learning. 

4 Vectors of pre-trained words. 

5 Cutting-edge speed. 

6 Manufacturing-ready training system. 

7 Tokenisation for linguistic reasons. 

8 Custom components and attributes are easily extensible. 

9 Custom model support in PyTorch, TensorFlow, and other frameworks. 

10 Syntax and NER visualisers are built in. 

11 Model packaging, deployment, and workflow management are all simplified. 

12 Accuracy that has been rigorously tested. 

spaCy is an open-source library software for advanced natural language processing 
(NLP) that is written in Python and Cython and distributed under the MIT license. spaCy 
is a modern and decisive NLP framework that is the classic source for performing NLP 
with Python and has excellent features such as speed, accuracy, and extensibility. It 
quickly became a critical component of the NLP production pipeline. 

2.5 Scikit 

Scikit-learn is one of the most helpful and a key python library that is structured for 
machine learning and statistical modelling. It is open-source and commercially accessible 
software. It is successful in performing several statistical, data mining, and data 
evaluation operations like- Classification, Clustering, and Regression. Scikit-learn is 
simple in design, efficient and is effortlessly approachable via non-experts. It first 
emerged from David Cournapeau as a Google summer time season code venture in 2007. 
Pedregosa et al. (2011), from FIRCA, took this mission to the next feasible diploma and 
made the major launch in 2010. 

The facets of the package Scikit-learn are: 

• Supervised learning algorithms – nearly all supervised mastering algorithms like, 
linear regression, decision tree, and support vector machine (SVM) belong to  
Scikit-learn. These algorithms help to estimate the results for unexpected data. 

• Unsupervised learning algorithms – this library additionally includes very popular 
unsupervised studying algorithms of clustering, principal component analysis (PCA), 
factor analysis which helps in performing more complex processing tasks. It 
approves the model to work on its own, without any supervision and discover facts 
and data. 

• Cross validation – it is used to verify the accuracy of supervised models on unseen 
statistics and helps in estimating the overall performance of models. 
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• Feature extraction – it is used to extract elements from the data consisting textual 
content and images in codecs supported via machine-learning. It includes functions 
like-DictVectorizer(), feature_name, CountVectorizer() and many more. 

• Feature selection – this module is used to apprehend beneficial attributes to create 
supervised models. Feature selection strategies are used for simplification of models, 
improve data compatibility, and making the records simpler for the users to interpret. 

• Dimensionality reduction – this is used to minimise the attributes in the statistics for 
characteristic selection, summarisation and visualisation. The converted  
low-dimensional space retains important elements of the authentic data and is handy 
to analyse and procedure using computing device learning techniques. This can be 
finished with the usage of the PCA features like PCA (n-components,svd_solver), 
pca.fit(). 

Figure 5 Basic program for linear regression using Scikit learn (see online version for colours) 

 

Scikit-learn is a very integral library for natural language processing. Whenever we work 
on any NLP-associated problem, we method a lot of textual data. The textual statistics 
after processing desires to be fed into the model. Since the model would not accept 
textual facts and only knows numbers, these records need to be vectorised. Vectorisation 
is a procedure of changing the text records into a machine-readable form. The phrases are 
represented as vectors. Scikit-learn is very environment-friendly for this process.  
Scikit-learn makes use of a method of The Bag of Words(BoW) model for changing text 
into machine readable numbers as we cannot bypass textual content without delay to 
educate our models in NLP (Studytonight, 2021). The BoW model is very easy as it 
discards all the facts and order of the textual content and just considers the occurrences of 
the word, in brief, it transforms a sentence or a paragraph into a collection of meaningless 
words. It converts the files to a fixed-length vector of numbers. CountVectorizer 
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tokeniser (tokenisation skill breaking down a sentence or paragraph or any textual content 
into words) the text along with performing very fundamental preprocessing like doing 
away with the punctuation marks, converting all the phrases to lowercase, etc. A 
dictionary of recognised words develops and is later utilised to encode incoming text. 

Scikit-learn uses a widespread and big variety of computing devices to gain 
knowledge of algorithms. It helps natural language processing in python and approves the 
construction of a variety of computing devices studying fashions for predicting and 
interpreting abstract, unorganised and sudden data. It is a useful tool to procedure giant to 
small scale data. Both supervised and unsupervised learning methods can be adopted by 
using nicely suitable and task-based interfaces. This permits the assessment of methods 
and strategies for a given application. 

2.6 CoreNLP 

CoreNLP is a toolkit that allows you to create a fully functional NLP pipeline with just a 
few lines of code. All of the major NLP procedures, such as part of speech (POS) 
tagging, named entity recognition (NER), dependency parsing, and sentiment analysis, 
are pre-built methods in the library (Manning et al., 2014). 

Using Stanford’s CoreNLP to analyse text data makes text data analysis simple and 
efficient. CoreNLP can extract all kinds of text properties, such as named-entity 
recognition or part-of-speech tagging, with just a few lines of code (Kaur and Agrawal, 
2018). 

Figure 6 Information extraction using CoreNLP 

 

CoreNLP is written in Java and requires Java to be installed on your device; however, it 
provides programming interfaces for a number of popular programming languages, 
including Python.  
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It also supports languages other than English, including Arabic, Chinese, German, 
French and Spanish. 

2.7 NLTK 

Processing and understanding human language data are crucial for any interactive AI to 
function properly, provide more value and solve problems. NLP is a domain that focuses 
on understanding, processing and implementing human language data effectively to solve 
real world problems by ensuring that the computer-human interaction takes place 
smoothly (qblocks.cloud, 2021). 

The Natural Language Toolkit (NLTK) was created in 2001 at the University of 
Pennsylvania in connection with a computational linguistics course. Assignments, 
demonstrations, and projects were the three pedagogical uses in mind when it was 
created. 

NLTK is a Python package which is predominantly used for NLP. NLTK 
preprocesses unstructured data containing human language references using 
computational linguistics, NLP data types and animated algorithms. NLTK also provides 
problem sets and tutorials to make the user familiar with this python library. NLTK is 
very beneficial for the students or programmers who are learning NLP or conducting 
research on the same topic. 

Run the following instructions in your terminal to install NLTK: 

• sudo pip install nltk 

Then, on your terminal, type python to launch the Python shell and run the following 
instructions: 

• import nltk 

• nltk.download(‘all’) 

Since NLTK is completely written in python, it has the following features: 

• easier and convenient to learn 

• exceptional at string-handling 

• well-defined syntax 

• data encapsulation is possible and data can be reused multiple times. 

NLTK implementation: 

• chatbots 

• machine translation 

• speech recognition 

• text summarisation 

• recommendation engine 

• sentiment analysis for customer reviews. 
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NLTK has been effectively utilised as a teaching tool, as a tool for individual study, and 
as a platform for prototyping and developing research systems. NLTK offers a simple, 
versatile, and consistent framework for assignments, projects, and class presentations. It’s 
well-documented, easy to understand and utilise. The most popular tool for teaching NLP 
is NLTK. It’s also commonly used as a prototype and research tool (Singh et al., 2019). 

2.8 TextBlob 

TextBlob is a Python open-source library with a simple API for accessing its methods 
and performing basic NLP tasks. It offers API for tagging parts of speech, noun phrase 
extraction, sentiment analysis, translation, and classification. TextBlob strings are similar 
to Python strings, which is a major bonus. The fact that the library is compatible with 
Python string makes it much easier to implement a wide range of Python applications. 
The TextBlob is already easier to use. Textblob is popular among data scientists for 
prototyping because of its lightweight nature. 

Some challenges are also faced while using TextBlob by people while performing 
sentiment analysis. TextBlob only describes the polarity and subjectivity. Subjective 
sentences usually refer to personal opinion, judgement, or emotion, whereas objective 
refers to factual information. Subjectivity is also a float that lies in the range of [0, 1]. 
Polarity is a float that lies in the range of [–1, 1] where 1 means a positive statement and 
–1 means a negative statement (Zahidi et al., 2021). TextBlob may not give an accurate 
analysis of the emojis. With the wide usage of different languages, sentimental analysis 
using TextBlob may become difficult to analyse emotions (Gujjar and Kumar, 2021). 

3 Conclusions 

NLP ideas are now very simple to implement thanks to Python’s libraries, modules, and 
frameworks. Python NLP libraries have become the most popular language for 
developing NLP algorithms. Understanding Python is critical for developing conceptual 
knowledge and specialising in NLP. Python libraries are essential in applications such as 
tokenisation, normalisation, data visualisation, image and data processing, and others. 
This paper adequately discussed and emphasised the critical and required Python 
programming libraries involved in researching the vast topic of NLP. 
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