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Abstract: Keywords extraction, as an operation to construct metadata, is an 
important pre-processing task considered by many natural language processing 
applications such as text summarisation, information retrieval, and clustering of 
documents. In this paper, we introduce a novel machine extraction algorithm 
for implicit and explicit keywords. The algorithm relies on a dynamic corpus of 
similar documents built by information retrieval engines. In addition to the 
direct utilisation of the keywords for similar documents, our algorithm 
combines some basic techniques. The given results, compared with some basic 
methods of the literature, seem to be very promising and we claim also the 
efficiency of our solution. 
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1 Introduction 

Automatic processing of natural language (APNL) is becoming, increasingly, important 
regarding its huge number of applications in several sectors of our daily life. Automatic 
understanding of natural language, with its complex and unstructured character, is 
becoming then a necessity and a challenge for building intelligent machines and 
programs with strict control for a human language. 
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For a document, keywords are considered as a condensed version of its essential 
content. Moreover, they constitute a short and a concise form of its summary .They help 
then the simple user to decide, with a quick overview, whether or not a document is 
relevant. There are two kinds of keywords: 

1 implicit keywords, with the involvement of an additional external knowledge 

2 explicit keywords, extracted directly from a document, news, or a corpora. 

Consulting of literature reveals two ways for identifying keywords from a document: 

1 keywords extraction, with its discovering character 

2 keywords assignment, with its matching aspect. 

Keywords/phrases extraction is a task to identify some words, phrases and concepts 
representing the major topics included into a document, news, or a collection of 
documents. On the other hand, keywords assignment proceeds to choose, among a set of 
fixed controlled vocabulary and predefined taxonomy, some terms that match the 
meaning of a document or a corpus. Because of the hardness and the time-consuming to 
accomplish manually both operations, it is desirable and advisable to perform them 
automatically through statistics, linguistics, and machine learning. It is worthy to note 
that we are interested, here, in machine keywords extraction and not in keywords 
assignment. 

For keywords extraction, the majority of publications use documents with its 
associated keywords, as training samples, to guess the desired keywords either using 
statistical features or through adopting advanced machine learning tools. Consulting of 
the literature reveals that there is a binary categorisation of keywords: 

1 specialised keywords, dedicated specially for a document 

2 global keywords, may be shared with similar documents. 

Our contribution comes from the idea to consider firstly the global keywords may be 
shared explicitly with similar documents. Secondly, the considered global keywords are 
used to find other specialised keywords from the document in question with its both 
granularities: title and abstract, using statistical features and machine learning. The 
quality of our scheme is tied strictly then to the effectiveness of information retrieval 
systems may inject us with the appropriate similar documents. 

The major of works, for keywords extraction, addresses scientific documents and 
publications (Nguyen and Kan 2007; Wang et al., 2016; Beliga et al., 2017; Kim et al., 
2013; Kovacevic et al., 2011; Anju et al., 2018). Even us, in this paper, we address 
scientific documents through a simple algorithm based on a corpus constructed 
dynamically from the web via some information retrieval engines. 

The rest of the paper is structured as follows: in Section 2, we give related works 
dealing with keywords extraction. Section 3 presents our introduced algorithm. Some 
preliminary results are given in Section 4. Section 5 provides a conclusion and some 
perspectives. 
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2 Related works 

Machine keywords/phrases extraction (Merrouni et al., 2020) consists of identifying, 
from a document, news, or a collection of documents, a subset of relevant words. It is 
then an attempt to understand text semantic, to characterise a document through 
constructing its semantic metadata, and to provide a rich set of information and concepts. 
Moreover, keywords extraction represents a first step around it many other natural 
language processing applications, such as: automatic text summarisation, information 
retrieval, query or topic generation, near-duplicate articles detection (Do and Ho, 2015), 
question-answering systems, and documents clustering and classification, are built. 
Extracted keywords, as a sequence of words known as n-grams or chunks, constitute an 
alternative or a complement for a document itself. Indeed, based on keywords, it is easy 
that a simple reader decide, with a quick overview, whether or not the document is 
relevant. Relevant keywords extracted should have then a close relation with the main 
topics, themes, or key ideas of the document. They should well describe, cover, and 
summarise concisely the entire document content or at least the main document essential 
content. 

Figure 1 Keywords extraction stages 

  

Owing to the increasable applications of natural language processing using keywords as 
an input, the review of literature reveals a large spectrum of works that deals with 
keywords extraction. The majority of works relies on noun-phrase chunks with four 
consecutive words known as 4-grams. As depicted in Figure 1, keywords extraction 
process is composed then of three different stages, namely: pre-processing, candidates’ 
selection, and candidates’ ranking. Pre-processing step is to prepare the document, the 
report, or the news to the steps coming later. Pre-processing tasks are distinguished then 
regarding the type of the resource being treated. Globally, these tasks are: sentences and 
words splitting and tokenisation, in order to extract the different tokens, stemming and 
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lemmatisation, for designating stems and lems, POS tagging, stop words and punctuation 
removal, chunking, acronym status, and web page de-noising to discard presentation and 
non-informational tags. For candidates’ selection step, there are commonly three tasks, 
namely: N-grams extraction, internal features computation, and the use of external 
knowledge resources. The ranking of the candidates, as a last step of the process, may be 
viewed as: 

1 a classification problem 

2 ranking issue 

3 implemented using an identification operation. 

As quoted in Hammouda et al. (2005), a key phrase is a sequence of one or more words 
that is considered highly relevant while a keyword is a single word that is potentially 
relevant. An arbitrary combination of keywords does not constitute a key phrase neither 
the constituents of a key phrase necessarily represent individual keywords. 

According to what exists in the literature, many criteria may be adopted to categorise 
the published works for keywords extraction: 

1 Selection of key phrases from candidates: where there are: 
a classification, as a supervised approach (Kovacevic et al., 2011; Ali and Omar, 

2014; Zhang et al., 2020; Wang et al., 2006; Zhang et al., 2006; Li et al., 2008; 
Ecran and Cicekli, 2007; Wu et al., 2007) 

b ranking approach, based on certain attributed scores (Nguyen and Kan, 2007; 
Wang et al., 2016; Beliga et al., 2017; Kim et al., 2013; Anju et al., 2018; 
Hammouda et al., 2005; Li et al., 2007; Poulimenou et al., 2014;  
HaCohen-Kerner, 2003; Matsuo and Ishizuka, 2004; Campos et al., 2020; 
Palshikar, 2007; Florescu and Caragea, 2017; Wu et al., 2005; Witten et al., 
2005; Kumar et al., 2016; Ventura and Silva, 2013; Beliga et al., 2016; 
Bracewell et al., 2005; Qin, 2012; Rousseau and Vazirgiannis, 2015; Chen et al., 
2019; Pasquier, 2010; Liu et al., 2008; Li and Li, 2011; Sun et al., 2017; Xie and 
Hu, 2010; Li and Zhao, 2016; Pan et al., 2019; He et al., 2014; Shi et al., 2008; 
Wang et al., 2012; Vidal et al., 2012; Wang et al., 2013). 

 Unfortunately, although its performance, supervised approach requires the 
availability of a training dataset. 

2 The range applicability of the approach: There are: single-language approach, or 
linguistic approach, where the generalisation for other languages is not possible, and 
N-languages approach applied for no matter what the natural language. 
Single-language approach uses semantic relations, language specific syntactic tools 
such as part of speech (POS) taggers, syntactic patterns and stemmers, linguistic 
properties, semantic rules such as synonyms and hyponyms (Anju et al., 2018), and 
lexical chain (Li et al., 2008; Ecran and Cicekli, 2007). N-languages approach adopts 
data analysis and text mining through respectively simple basic statistics (Nguyen 
and Kan, 2007; Wang et al., 2016; Beliga et al., 2017; Kim et al., 2013; Anju et al., 
2018; Hammouda et al., 2005; Li et al., 2007; Poulimenou et al., 2014;  
HaCohen-Kerner, 2003; Matsuo and Ishizuka, 2004; Campos et al., 2020; Palishkar, 
2007; Beliga et al., 2016; Bracewell et al., 2005; Qin, 2012; Rousseau and 
Vazirgiannis, 2015; Chen et al., 2019; Pasquier, 2010) such as term frequency (TF), 
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TF/IDF, word co-occurrence, and unsupervised/supervised machine learning tools 
(Kovacevic et al., 2011; Ali and Omar, 2014; Turney, 2000; Florescu and Caragea, 
2017; Kaur and Jain, 2017) such as maximum entropy (ME) method (Kim et al., 
2013), conditional random fields (Anju et al., 2018), linear logistic regression (LLR) 
and linear discriminant analysis (LDA) (Ali and Omar, 2014), conditional 
probability (Wu et al., 2005; Witten et al. 2005), graph-based unsupervised n-gram 
filtration technique (Kumar et al., 2016; Garg, 2021), neural network (Zhang et al., 
2020; Wang et al., 2006), support vector machine (Ali and Omar, 2014; Zhang et al., 
2006), and least-square support vector machine (Wu et al., 2007). 

3 The granularity level: The four granularity levels of the fragments considered for 
keywords extraction from a document are: title (Poulimenou, 2014;  
HaCohen-Kerner, 2003; Li and Li, 2011) or a sentence in the case of  
question-answering systems (Zhang et al. 2020), abstract (Beliga et al., 2017; 
HaCohen-Kerner, 2003), single document (Matsuo and Ishizuka, 2004; Campos 
et al., 2020; Palshikar, 2007; Beliga et al., 2016; Bracewell, 2005; Qin, 2012; 
Rousseau and Vasirgiannis, 2015; Chen et al., 2019; Pasquier, 2010; Liu et al., 2008; 
Xie and Hu, 2010; Wang et al., 2013; Turney, 2000), and corpus (Hammouda et al., 
2005; Wu et al., 2007; Li et al., 2007; Wu et al., 2005; Witten et al., 2005; Beliga 
et al., 2016; Sun et al., 2017; Li and Zhao, 2016; He et al., 2014). The considered 
granularity level affects surely the effectiveness and the efficiency of the keywords 
extraction solution. Indeed, there is a trade on between the granularity level and the 
effectiveness. On the other hand, the more the granularity level is, the more the 
efficiency is not good. 

4 Explicit vs. implicit keywords: Explicit keywords occur morphologically in a 
document whereas implicit keywords are attained using external knowledge 
resources (Ventura and Silva, 2013; Li and Li, 2011). In terms of difficulty, it is 
difficult to address implicit keywords where external semantic knowledge resources 
are required. 

5 The features words dependency: there are some features that deal with a word 
regardless the others like TF/IDF whereas some features are calculated on the basis 
of the words dependency such as co-occurrence statistical information (Matsuo and 
Ishizuka, 2004; Xie and Hu, 2010), linkage features (Zhang et al., 2006), semantic 
proximity (Ventura and Silva, 2013), and mutual information (Liu et al., 2007; Li and 
Zhao, 2016; Pan et al., 2019). From semantic point of view, there is a dependency, 
between words in natural language, to be considered. Combining both kinds of 
features, with and without dependency, may, surely, give better results. 

6 The considered resources: Some works consider just a documents in question 
(Matsuo and Ishizuka, 2004; Campos et al., 2020; Palshikar, 2007; Beliga et al., 
2016; Bracewell, 2005; Qin, 2012; Rousseau and Vasirgiannis, 2015; Chen et al., 
2019; Pasquier, 2010; Liu et al., 2008; Xie and Hu, 2010; Wang et al., 2013; Turney, 
2000), some others use a corpus, some others consider thesaurus (He et al., 2014; 
Gazendam et al., 2010) such as HowNet (Li et al., 2008) and WordNet (Ecran and 
Cicekli, 2007), some ones use ontology (Do and Ho, 2015) whereas some others 
utilise Wikipedia (Li and Zhao, 2016; Shi et al. 2008; Wang et al., 2012; Vidal et al., 
2012; Wang et al., 2013; Zhou et al., 2009). Although the efficiency aspect, the more 
considered resources are, the more the performance is good. 
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3 The introduced algorithm 

The conception of our introduced algorithm, for keywords extraction, comes from the 
idea that the keywords, for a document, are of two kinds: global keywords that a 
document can share with other similar documents and specific or local keywords, related 
specially to some details of the document in question. For doing so, a corpus, including 
some similar documents, should firstly be gathered dynamically from the web via some 
information retrieval engines. In consequence, the accuracy of our keywords extraction 
solution is relative to the performance of the considered information retrieval engines. 
Moreover, every document, for which we desire extract keywords, has then its proper  
ad hoc corpus to build. 

As depicted in Figure 2, the flow diagram of our proposed solution is as follows: after 
the user submits the document for which he/she desires to identify the keywords, the 
document is communicated by user interaction module to both modules: pre-processing 
and web communication. This latter proceeds to extract the title for sending it as a query 
to some scientific databases engines such as Elsevier, Inderscience, Springer, and IEEE. 
It is worthy to note that we avoid to use Google Scholar although its effectiveness for the 
simple reason that with the document title, as a query, Google Scholar answers only by 
the document itself. The asked engines answer by a set of documents considered then by 
the system, through web communication module, for building the related corpus. This 
corpus is communicated to the pre-processing module which begins to: 

1 transform the format of documents from PDF to text 

2 distinguish the keywords of all documents given by their authors 

3 tokenise the documents abstracts into phrases and words as singular n-grams 

4 consider only nouns as a part of speech. 

The different author keywords, for the similar documents, and the extracted n-grams are 
sent to keywords extraction module that proceeds to calculate the various features of the 
different n-grams for extracting the keywords. 

Figure 2 The flow diagram of our proposed solution (see online version for colours) 
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Our introduced algorithm, for keywords extraction, considers then some assumptions that 
are in convenience with some techniques from the literature. These assumptions are as 
follows: 

1 As the documents of the corpus are similar to the document for which we desire to 
identify keywords (at least from the point of view of the engines), the common 
keywords shared by the documents, constituting the corpus, are considered then as 
global keywords for the document in question. The documents of the corpus that do 
not share the common keywords should be discarded from the corpus and they will 
not be taken into consideration in the future assumptions. The works that are in 
convenience with this assumption are: the clustering of sentences introduced in 
(Pasquier, 2010) and the probabilistic model given in (Coursey et al., 2008) whose 
the formula is: 

( )( \ )  
( )

key

w

count Dp keyword W
count D

=  (1) 

where 

p(keyword\W) is the probability of a term W to be selected as a keyword in a new 
document. 

count(Dkey) is the number of documents where the term was already selected as 
a keyword. 

count(Dw) is the total number of documents where the term appeared. 

2 The second level of global keywords, to be identified, is to consider the n-grams that 
appear in the kept documents of the corpus and co-occur with the pre-extracted 
keywords (extracted in the previous assumption). This assumption is in convenience 
with the mutual information reported in Siddiqi and Sharan (2015) and in accordance 
too with inter-document correlation (Ventura and Silva, 2013) whose the formulas 
are respectively: 

( , )1( , )
( ) ( ) 
p x yM x y log

p x p y
=  (2) 

( , )( , )
( , ) ( , )

cov A Bcorr A B
cov A A cov B B

=  (3) 

where 

p(x, y) is the probability that the terms x and y appear together in a text. 

p(x) is the probability that the term x appears in a text. 

p(y) is the probability that the term y appears in a text. 

corr(A, B) is the correlation between terms A and B. 

cov(A, B) is the covariance between terms A and B. 

3 The third level of keywords is to select the n-grams that appear in the document 
abstract and co-occur with the pre-designed keywords. This supposition is close to 
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the co-occurrence statistical information with x2 with adaptation introduced in 
(Matsuo and Ishizuka 2004): 

( )2
2 ( , )
( ) w g

g G w g

freq w g n P
x w

n P∈

−
=  (4) 

where 

freq(w, g) is the frequency of co-occurrence of term w and term g. 

nw is the total number of co-occurrences of term w and frequent terms G. 

Pg is the unconditional probability of a frequent term g. 

4 The fourth level of keywords, to be identified, as local or specific keywords, is to 
consider the n-grams that appear in the document title but do not occur as keywords 
for the documents of the corpus. 

5 The fifth level of keywords is to choose the n-grams that well-correlate with the 
keywords, pre-designed in the assumption (4), into the abstract of the document. As 
in assumption (3), this supposition is close to the co-occurrence statistical 
information with x2 with adaptation introduced in Matsuo and Ishizuka (2004). 

The first two assumptions may generate implicit and global keywords that do not appear 
in the document in question. The last three assumptions produce explicit and specific 
keywords. In addition, although our proposal is based on a corpus, it does not require an 
important additional time as other techniques based-corpus does. Indeed, our solution 
uses firstly the available keywords of the similar documents without any deep processing. 
The processing is reserved only for identifying keywords from the title and the abstract of 
the document. 

The pseudo code of our solution, according to the considered assumptions, is given in 
Figure 3. 

Figure 3 The pseudo code of our proposed solution 
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Figure 4 GUI of the implemented prototype 

  
4 Experimental results and discussion 

As depicted in Figure 4, we have implemented a Java prototype to test our proposed 
solution. We have used Netbeans as an editor and two APIs s: PDFBox.jar to transform 
format from PDF to text and Icepdf-viewer.jar to visualise PDF document. Unfortunately, 
there is no a Java API to identify the POS of the words. For this purpose, we employ 
TreeTagger software whose trial version is available freely on the web 
(https://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/). As an evaluation task, 
we have experimented our solution, as well as some basic methods from the literature, on 
our local benchmark of 500 English papers (100 papers + 400 downloaded papers as a 
dynamic corpus) with 10 topics (10 papers + 40 downloaded papers for each topic) 
namely: query expansion, information retrieval, object design, software maintenance, 
validation and verification, functional programming, remote object access, code 
performance optimisation, object modelling with UML, and business component 
resource. As depicted in Table 1, we consider, for all the experimented techniques, 5 and 
10 returned keywords. We use the average of the average for the three considered 
assessment metrics namely: precision, recall, and f-measure (Firoozeh et al., 2020) 
whose the equations are given respectively as follows: 

Retrieved Relevantprecision
Retrieved

=   (5) 

Retrieved Relevantrecall
Relevant

=   (6) 

( )
2

2
.(1 ).

.
precision recallFmeasur
precision recall

= +
+

β
β

 (7) 
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where 

Retrieved designates the set of keywords returned by the system. 

Relevant constitutes the set of keywords qualified as correct keywords. 

The results are presented in Table 1 whereas an illustrative example, for the average of 
the three evaluation metrics where the topic is ‘query expansion’, is shown in Figure 5. 
Table 1 The performance of the proposed algorithm vs. some basic works of the literature 

Methods 
Average of the 

average 
precision 

Average 
of the 

average 
recall 

Average of 
the average 
F-measure 

Average 
number of 
returned 
keywords 

Average 
number of 

author 
document 
keywords 

The proposed 
algorithm 

0.55548 0.56835 0.55164 5 4.83 
0.42884 0.57086 0.45226 10  

Simple probabilistic 
model 

0.401 0.202 0.254 5  
0.397 0.202 0.252 10  

X2 0.24163 0.10892 0.14228 5  
0.2248 0.11529 0.13754 10  

TF model for 
abstract 

0.222 0.244 0.217 5  
0.166 0.389 0.223 10  

TF model for the 
document at all 

0.243 0.275 0.266 5  
0.199 0.444 0.276 10  

TF/IDF model for 
abstract 

0.192 0.216 0.199 5  
0.158 0.351 0.212 10  

TF/IDF model for 
the document at all 

0.194 0.216 0.2 5  
0.158 0.439 0.208 10  

First occurrence 
model for abstract 

0.211 0.238 0.217 5  
0.172 0.378 0.229 10  

First occurrence-last 
occurrence model for 
abstract 

0.234 0.255 0.237 5  
0.178 0.388 0.236 10  

WikiFier-
corpus_abstract 

0.308 0.31366 0.29473 5  
0.175 0.34712 0.22409 10  

WikiFier_corpus_do
cument 

0.296 0.32292 0.30087 5  
0.173 0.34362 0.21978 10  

According to Table 1, our proposed algorithm outperforms the considered basic 
techniques over the three considered performance metrics namely: precision, recall, and 
f-measure. The outperformance is evident especially with five returned keywords. 
Additionally, Table 1 shows the fact that probabilistic model comes in the second 
position in terms of precision while TF applied on the entire document with ten returned 
keywords is ranked second regarding f-measure and recall. Moreover, precision values 
are better with five returned keywords while recall is good with ten returned keywords 
for all the considered techniques. From granularity view point, the effectiveness of the 
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considered techniques on the entire document is relatively better than the case where they 
are applied just on abstract (Wikifier model and the F-measure of TF/IDF with ten 
returned keywords are some exceptions). 

As an example among the ten considered topics, Figure 5 shows the results where the 
topic is ‘query expansion’. As the global evaluation presented in Table 4, Figure 5 
sustains the fact that the proposed algorithm outperforms the other considered techniques. 

We claim that our solution, belonging to the corpus-based approach, has an online 
aspect as an advantage compared with the other techniques of the same approach or of 
the other alternatives based on external resources. Moreover, the proposed algorithm 
seems to be more efficient for the reason that it is based partially on global available 
keywords shared by the similar documents of the dynamic corpus. In addition, the second 
part of the algorithm, relying on title and abstracts, is qualified also efficient compared to 
the techniques based on the entire document. 

Figure 5 Average precision, average recall and average f-measure of the considered keywords 
extraction models where the topic is ‘query expansion’ (see online version for colours) 

 

where 

PA_5 the proposed algorithm taking into consideration the five first 
returned keywords. 

PA_10 the proposed algorithm taking into consideration the ten first 
returned keywords. 

PM_5 the probabilistic model taking into consideration the five first 
returned keywords. 

PM_10 the probabilistic model taking into consideration the ten first 
returned keywords. 

X2_5 the X2 model taking into consideration the five first returned 
keywords. 

X2_10 the X2 model taking into consideration the ten first returned 
keywords. 
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TF_abst_5 TF Model applied into abstract taking into consideration the five 
first returned keywords. 

TF_abst_10 TF model applied into abstract taking into consideration the ten first 
returned keywords. 

TF_all_5 TF model applied into the entire document taking into consideration 
the five first returned keywords. 

TF_all_10 TF model applied into the entire document taking into consideration 
the ten first returned keywords. 

TF/IDF_abst_5 TF/IDF model applied into the abstract taking into consideration the 
five first returned keywords. 

TF/IDF_abst_10 TF/IDF model applied into the abstract taking into consideration the 
ten first returned keywords. 

TF/IDF_all_5 TF/IDF model applied into the entire document taking into 
consideration the five first returned keywords. 

TF/IDF_all_10 TF/IDF model applied into the entire document taking into 
consideration the ten first returned keywords. 

Fir_abst_5 first occurrence model applied into the abstract taking into 
consideration the five first returned keywords. 

Fir_abst_10 first occurrence model applied into the abstract taking into 
consideration the ten first returned keywords. 

Fir_Las_abst_5 first-last occurrence model applied into the abstract taking into 
consideration the five first returned keywords. 

Fir_Las_abst_10 first-last occurrence model applied into the abstract taking into 
consideration the ten first returned keywords. 

Wiki_corp_abstr_5 Wikifier model based on corpus applied into the abstract taking into 
consideration the five first returned keywords. 

Wiki_corp_abstr_10 Wikifier model based on corpus applied into the abstract taking into 
consideration the ten first returned keywords. 

Wiki_corp_doc_5 Wikifier model based on corpus applied into the entire document 
taking into consideration the five first returned keywords. 

Wiki_corp_doc_10 Wikifier model based on corpus applied into the entire document 
taking into consideration the ten first returned keywords. 

As an illustrative example, Table 2 presents respectively author keywords and those 
returned by our prototype, of one document, for a ‘query expansion’ topic. As we see 
from the table, our solution gives relevant keywords, not taken into account in the 
evaluation process for the reason that they are different, in terms of vocabulary, with 
those given by the author of the document. In consequence, the effectiveness of our 
solution may be better whether we consider semantic comparison, in evaluation process, 
rather than simple vocabulary comparison. 
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Table 2 Set of keywords given by the author vs. set of keywords returned by our prototype for 
a document of ‘query expansion’ topic 

Set of keywords given by the author Set of keywords returned by our prototype using our 
proposed solution 

Query expansion Query expansion 
Log mining Information retrieval 
Probabilistic model Probabilistic method 
Information retrieval Query Log and probabilistic query expansion 
Search engine Search performance 

5 Conclusions 

In this paper, we have introduced a new solution for keywords extraction based on a 
corpus built dynamically from the web. The proposed solution, based on global and local 
keywords, combines some ideas from basic techniques of the literature. Compared with 
what exists as keywords extraction techniques, the returned experimental results, on our 
proper English benchmark, seem to be very promising. We claim that our fully online 
proposed solution, partially based on some available keywords of similar documents, is 
efficient compared with other techniques especially those based on the entire document. 
In addition, a valuable background, exploring the various aspects of keywords extraction, 
has been presented and an experimental comparison of some basic techniques of the 
literature, over different granularity levels, has been achieved. We claim that this work 
open a new research avenue that of the well selection for the suitable corpus. Indeed, the 
well selection of the suitable corpus may improve the effectiveness of the keywords 
extraction system no matter what the considered machine extraction technique. As a 
perspective, we will prove, with experimental results, the importance of corpus-selection 
in the performance of keywords extraction techniques. 
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