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Abstract: In this paper, a fast and efficient hybrid method of image 
compressive sensing (termed as HRCoGSR) is designed which can adaptively 
acquire grey or colour image and can faithfully recover it speedily. The 
proposed method combines and utilises the approaches of recovery via 
collaborative sparsity (RCoS) and group sparse representation (GSR). For fast 
convergence, Gaussian Pyramid (GP) is constructed at the front-end and then 
block compressive sensing (BCS) based RCoS recovery is applied. In the 
second phase, restricted GSR process is carried out for further enhancing the 
perceptual quality. The collaborative sparsity-based CS solution is an iterative 
method and intends to improve signal-to-noise ratio (SNR) performance of the 
recovered image. It simultaneously enforces local 2D and 3D non-local sparsity 
in adaptive hybrid transform domain. Parametric performance of the proposed 
HRCoGSR method is tested over variety of standard grey and colour images 
and compared with seven existing state-of-the-art methods. Experimental 
results show that the proposed HRCoGSR method is highly efficient and much 
faster than existing methods. The average computational time taken by the 
proposed method is only 26% of that of the standard RCoS method and 46% of 
the GSR method. 

Keywords: compressive sensing; RCoS; recovery via collaborative sparsity; 
GSR; group sparse representation; hybrid recovery; Gaussian pyramid; 
adaptive colour image compression; collaborative recovery; image acquisition. 
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1 Introduction 

With advancements in social media and IoT based vision applications, huge capacity of 
imaging data is trafficked or uploaded over the web servers on daily basis. Storing and 
recovery of imaging data is always a challenge in several contexts along with limited 
hardware and power constrained sensors. Additionally, a lot of bandwidth and time is 
required for transmitting the images wirelessly. So, it is essential to look for an efficient  
and fast compression technique. Over the last decade, compressive sensing (CS) [1–6]  
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based recovery methods have gained lot of popularity due to its dimensional reduction 
features. It is primarily a combination of encoding and decoding methodologies that 
mingle sampling and compression. CS based methods exploit the redundancy which 
exists in a signal. CS theory demonstrates that a signal can be faithfully reconstructed 
with high probability when it exhibits sparsity in some domain. As most of the images are 
sparse in nature, therefore they can be decoded using the CS concept with fewer samples 
even much fewer than the Shannon’s Theorem/Nyquist Rate. Conventional sampling 
methods acquire hi-fidelity signal/images using costlier sensors and devices which are 
then followed by lossy compression methods. On the other hand, CS based methods 
merge the data acquisition process along with sparse compression. The research goal in 
this domain is to reduce the memory requirement and the quality of recovered image 
from the CS based encoding. It is also required to minimise the overall computational 
time and the complexity of the optimisation [3] solved to recover (decode) the images 
back at the receiver end. The conventional methods of CS based image recovery [1–4] 
have exploited the fixed set of transforms viz. wavelet or DCT along with gradient 
descent search methods. There have been many methods proposed in literature for 
improving the efficiency of CS for image compression and recovery. 

Mun and Fowler [2] proposed a directional transformation method of CS using Block 
compressive sensing (BCS). Authors utilise the dual tree wavelet transform for 
directional features. Reconstruction is achieved through Wiener filter based Smoothening 
with Projected Landweber (SPL). This technique outperforms other pursuit-based 
methods in terms of recovery and image quality. However, it is computationally complex 
and expensive [7,8]. 

A very impressive and efficient CS method – recovery via collaborative sparsity 
(RCoS) [3] was proposed by Zhang et al. CS recovery is done by collective sparsity, 
utilising the benefits of both nearby 2D sparsity and non-local 3D sparsity constraints. It 
is one of the hardest re-look in CS techniques. The method outperformed tree structured 
wavelet (TSW) CS method [4] and tree-structured CS with variational Bayesian analysis 
using DCT (TSDCT) approach [5]. Only concern of this RCoS method is higher 
computational time as it exploits Gradient descent approach for non-local sparsity. 

Zhang et al. [6] proposed one more technique of CS recovery by adaptively learning 
the basis of sparsity using the minimisation through l0 optimisation problem. Using the 
adaptively picked up sparse basis in the type of l0 standard, the authors addressed the 
inadequately covered image patches and achieved the intrinsic local sparsity of images. 
For efficient results, the authors built an approach based on split Bregman cycle for 
efficiently managing a non-arched l0 based minimisation problems. 

Various total variation (TV) based approaches were also proposed in [9–11]. The 
total variation based minimisation using the augmented Lagrangian [12,13] with 
combination of approach of alternating direction algorithm (TVAL3) is proposed in [9]. 
An improved approach of the total variation is implemented by Li et al. [10] which 
utilises the non-local means (NLM) based smoothening and the image self-similarities. 
Use of NLM based smoothening has been found effective to preserve and sharpen the 
edges in images. This method has proven effective to eliminate the staircase effects in 
images. TVNLR method by Zhang et al. in [11] utilised non-local regularisation for 
implementing the CS. But still the overall reconstruction quality and the similarity 
measure performance needs to be improved. In [14,15], BCS is combined with Split 
Bregman based approach for achieving high visual recovery performance. Chen et al. 
[16] created a hybrid method by combining fractional-order TV method and sparsifying 
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transformations. Zhong et al. in [17] designed block based CS recovery method by 
reweighting sparsity constraints. 

Zhang et al. [18] proposed another system where image sparsity and image self-
closeness are imposed under a joint system in an adaptable arrangement space. It leads to 
higher convergence of CS solution. Several methods based on multi-hypothesis [MH) 
approach are also proposed in [19–21], where MH is used as reconstruction initialisation 
in CS recovery. 

Sparse patch-based illustration takes more time in the optimisation phase. Hence, in 
place of patch, set of non-local patches called ‘group’ is measured as the essential unit of 
sparse representation in [22]. It leads to a new representation form of images known as 
Group based sparse representation (GSR). In the past few years, several GSR based 
algorithms including Joint Patch based GSR algorithms of CS were proposed [23–29] 
which are widely used for performance improvement. Shi et al. [23,24] expanded the use 
of GSR on low lighting and remote sensing images. Zha et al. [25] developed a combined 
patch group representation for image in painting. Xu et al. [26] united GSR and non-local 
TV approach to enhance the optimisation of image CS recovery. Xie et al. [27] proposed 
an entropy-based calculation that leads to higher image sparsity through the knowledge of 
group sparsity of residual. Li et al. [28] proposed a CS system based on GSR model that 
leads to a non-convex non-smooth low-position minimisation problem. M-estimator and 
the famous l2-norm are utilised for faithful image CS recovery. For the removal of 
additional shrinking issue, a group of nuclear norms are used here. Zha et al. [29] 
proposed a new joint patch-group GSR algorithm to overcome the artefacts and over-
smoothening issues of patch and group sparse methods. Different variants of CS are also 
proposed on various perspectives such as less complex kernel regression for image 
recovery [30], non-local CS [31], adaptive BCS [32], Robust adaptive learning of 
dictionary pairs for CS [33] etc. Erkoc et al. offered a novel method of sparse signal 
recovery by swarm intelligence-based technique. This approach utilises the least square 
technique to recover the signal [34]. A method termed as hybrid non-local sparsity 
regularisation (HNLSR) was presented in [35]. Authors developed a novel minimisation 
approach using self-generated singular value decomposition (SVD) and fixed 3D 
dictionaries. A fast Gaussian Pyramid based RCoS method is also presented in [36]. This 
method takes exceptionally low computational time compared to previous collaborative 
CS approaches. The only drawback is over-smoothening in bigger size images. 

Due to advancement in the technologies, an effective data acquisition system is the 
need of the hour. Smart systems have the potential to make data-driven judgements on 
the basis of the acquired data from several devices. Various smart uses of data acquisition 
systems are presented in [37]. The bio-data acquisition systems provide major impacts in 
medical care, diagnostic processes and public health. CS can also be exploited to lower 
the data of signals like electrocardiogram (ECG), electroencephalogram (EEG) and other 
bio-signals. Kakaraparty et al. developed a low-power acquisition CS circuit for neural 
signals in [38]. The authors implemented a CMOS build interface with a new arbitrary 
sequence maker using the CS concept. Their work effectively reduces the power 
consumption per channel. A new CS based method for ultrasound images is presented in 
[39]. Authors achieved the sparsity of the images by Bandlet transform in this work and 
then image recovery is done by corresponding pursuit-based CS method. 

There are several challenges faced by image CS algorithm designing. CS exploits the 
important property of signal/image sparsity. Thus, it is always required to get higher  
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degree of sparsity. Another major challenge is to limit the higher computation time 
during reconstruction. Selection of projection template is also a key challenge. CS 
recovery is typically an image linear inverse problem, for which it has been known that 
image priors play a key role to achieve high-quality results. CS methods use 
mathematical optimisation techniques such as l0 or l1 for recovering original images back 
during decompression [6]. Another challenge is to optimise the recovery method 
parameters for better recovered results. Recovery time can be minimised using down 
sampling methods. However, selection of suitable method with higher PSNR 
performance and less over-flattening of images is a challenging task in hand. It is 
required to recover a good quality image in the presence of noise also. Most of the 
previous CS based methods [3,6,10] were designed for grey images or convert colour to 
grey before being used. Thus, designing an efficient CS based method that can efficiently 
work for both grey and colour image is required. 

1.1 Contribution of the proposed work 

• The work proposes a very fast and efficient hierarchical pyramid based novel image 
CS method (termed as HRCoGSR) which can adopt both grey and colour images of 
different dimensions. 

• Results clarify that the proposed method has tremendous dominance over other 
standard methods in terms of computational time and PSNR performance. 

• Several other groundwork experiments are also carried out, such as:  

i performance evaluation of uniform random distribution (URD) and  
ortho-normal random distribution (ONRD) based CS projection matrices 

ii comparison of RGB and CIELAB colour spaces by calculating mean brightness 
and standard deviation of various images. 

• The proposed work has been verified by experimenting it over a large number of 
grey and colour images for different values of measurements/sampling ratios (r). 

1.2 Organisation of the paper 

This section has illustrated the purpose of the research, major challenges in CS methods, 
literature review and contribution of the proposed work. The remaining paper is 
organised as follows. Section 2 describes the background of CS recovery. It introduces 
BCS with projected Landweber and augmented Lagrangian methods. Section 3 provides 
a basis of some groundwork experiments and algorithms developed to be used in the 
proposed work. It includes:  

i colour space representation 

ii Gaussian Pyramid construction 

iii image adoption 

iv performance evaluation of URD and ONRD based CS projection matrices. 

Section 4 describes the working of the proposed HRCoGSR method along with block 
diagram, algorithms, and flow chart. Section 5 illustrates the parametric performance 
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evaluation of the proposed HRCoGSR method with several existing CS methods. Section 
6 presents the conclusion and major findings of the work. 

2 Background 

An example of single vector CS based sparse recovery method is shown in Figure 1 
which can be expressed as: 

 y xφ= × . (1) 

where, y is the sparse signal, φ  is the random sample vector (non-orthogonal projection 
matrix of image) and x is the observed measurements. 

It can be observed that simple matrix operations and transformation functions can 
compress the signal to generate the sparse representation. The recovery from the above 
equation is basic BCS open problem in hand to be addressed. 

Figure 1 CS approach (see online version for colours) 

 

2.1 Block compressive sensing with SPL (BCS-SPL) 

BCS-SPL is a combined arrangement of block-based compressive sensing (BCS) and 
smoothed-projected landweber (SPL) recovery method. In BCS, the entire image is 
partitioned into blocks of size B  × B and sampled by a suitable measurement matrix. CS 
recovery of signal x of length N from an M length measurement vector y (samples) from 
equation   y xφ=  is a complicated process. Here φ  is an M  × N measurement matrix and 
M <<  N. It further leads to an underdetermined system of linear equations and will have 
infinite number of possible solutions. Input signal is recovered back by solving for the 
sparsest x that is consistent with measurement y. The basis pursuit (BP) method solves 
the convex l1 optimisation problem defined as; 

 1
1arg min ,   such that,  

x
x x y xϕϕ −= = . (2) 

where, basis function  ϕ  is orthonormal randomly generated projection matrix, so that it 
is satisfying the condition ϕϕ T = I. Techniques based on projections were also proposed 
in the literature as this BP based solution is computationally complex. Algorithms of 
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successive projection with thresholding forms x  [7], that starts from some initial 
approximation ˇx (0) and then the next 1i + th iteration is approximated as; 

 ( )
( )ˇ

( ) T 1ˇ̌ 1  φφ φφ
i

i ixx y x
γ

−⎛ ⎞
= + −⎜ ⎟

⎝ ⎠
. (3) 

 
( ) ( ) ( )( 1) ˇ ˇˇ ˇˇ   ,   τ

 

0                       

ii i ix x
x

else

+

⎧
⎪ ≥⎪= ⎨
⎪
⎪⎩

. (4) 

The above process is an example of projected Landweber (PL) algorithm [8], parameter γ 
is a scaling factor which considers the largest Eigen values of matrix ( Tϕϕ ) and τ(i) is a 
set suitable threshold at each iteration. In SPL, Wiener filtering was included that apart 
from sparsity helps in attaining smoothness. In the research work, BCS-SPL algorithm is 
used and sparse measurements ( ( )ˇ̌ )ixy =  are generated using block size B = 32× 32. 

2.2 Augmented Lagrangian method 

A major strength of BCS based image compression is that its encoder is independent of 
the image signal and is less computationally complex [2,3,14]. As a specific advantage 
during CS based encoding, the same random projection can be applied on all input 
images, and it does not depend on any differences in image features. But simultaneously 
the CS decoders are computationally highly complex. Usually, the complex optimisation 
problem is solved at the decoder for recovering randomly sampled image data in a sparse 
domain [3]. 

The CS approach can be considered as the constrained optimisation problem which 
can be mathematically defined as; 

 ( )min ,     such that,        
f

E f Hf g= . (5) 

For the case of m  linear equality constraints, the function ,  and  f g H  are defined as 
subset of the 

    ,      ,     n m m nf R g R H R ×∈ ∈ ∈ . (6) 

The solution to the constrained optimisation by the Augmented Lagrangian Function 
(ALF) as referred by Jian [3] is expressed as; 

 ( ) ( ) ( ) 2
2,  

2
T

A f E f Hf g Hf gμλ λ= − − + −L . (7) 

where, λ  is Lagrangian multipliers vector and   mλ∈R  and 0 μ ≥  as referred in [12,13]. 
Idea behind this methodology is to determine the optimum saddle point for ALF function 

( ) ,A f λL , which fits as a solution for constrained optimisation problem given in 
equation (7). 
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3 Background 

3.1 Colour space representation 
In this paper, true colour images are converted to CIELAB (L*a*b*) colour space [40]. In 
this 3-dimensional colour space, L represents the perceptual lightness. a* and b* are 
colour channels representing four distinctive colours of vision. Comparison of L*a*b* 
colour space with RGB colour space for different colour images is shown in Figure 2.  
It can be clearly observed that L component gives better visual representation than RGB 
components. Perceptual quality of L component is evidently noticed for the House and 
Barbara images in Figure 2. 

Figure 2 RGB and CIELAB (L*a*b*) colour space representation: (a) original colour image;  
(b)–(d) R-G-B components and (e)–(g) L*a*b* components respectively (see online 
version for colours) 

 

Mean brightness and standard deviation of various images are calculated for RGB and 
CIELAB colour spaces and is presented in Table 1. On the basis of these parameters, it is 
evident that CIELAB offers better colour representation than RGB. But similar to RGB 
colour space, CIELAB space also requires that input image should be a 3D matrix. 
CIELAB space has a decoupling property between intensity and colour which is required 
for adoption of 2D grey and 3D colour images for our adaptive model. Thus, this paper 
proposes to adopt this image dimension in front-end of algorithm. 

Table 1 Mean brightness and standard deviation analysis of various images for RGB and 
CIELAB colour spaces 

Images 
Parameters 

Colour 
space House Barbara Parrot Face Peppers 
RGB 52.21 55.39 69.48 54.56 66.18 Standard 

Deviation CIELAB 31.02 31.62 39.24 32.30 40.13 
RGB 140.53 113.19 119.44 130.40 110.64 Mean 

Brightness CIELAB 136.23 135.11 138.05 136.07 145.83 
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3.2 Gaussian pyramid construction 

Most of the existing CS based recovery methods are computationally complex and time 
consuming. Thus, it is required to design an efficient and faster approach of CS based 
image recovery. The intended solution is to construct a Hierarchical Gaussian pyramid 
and then recover the image at a lower size. The major challenge in this approach is to 
select the suitable image pyramid method. Observationally, it has been found that due to 
down sampling of images most of image pyramid-based methods are sensitive to over 
smoothening and may cause blurry images after reconstruction. Figure 3 illustrates the 
Gaussian Pyramid construction for distinct images of different sizes up to level-3 
decomposition. It clearly depicts that after certain number of decomposition levels, input 
images get blurred. Blurriness further increases with number of levels. This is because of 
over-smoothening of image during pyramid constructions. So, it is highly required to 
optimally select the number of pyramid levels. Therefore, in this paper, a fuzzy based 
pyramid formation algorithm is used [36]. Empirically, optimum fuzzy set of rules are 
formulated for limiting the pyramid levels as mentioned in Theorem 1. 

Figure 3 Blurriness effect in GP construction for different image sizes (see online version  
for colours) 

 

3.2.1 Theorem 1 

The image pyramid decomposition levels pL  must be optimally set on the basis of the 
maximum image size maxS . The optimal level is subjected to 



   

 

   

   
 

   

   

 

   

   370 A. Jain et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

 
 

 max
popt

roundup

S
L

M
= . (8) 

Here, M is 82  and  poptL  is the optimal level of the pyramid. 

3.3 3-Dimension image adoption 

Most of the previous CS methods have evaluated their performance over 2D grey images 
only or by converting colour image to grey image before compression. These methods 
were computationally expensive and huge memory space is required to store random 
sampling data. There must be a compromise between the speed of the algorithm and its 
efficiency. 

In this paper, a novel colour image compression method is designed which works 
equally well for colour and grey images. This research work proposes to adopt the 
dimensions in 3D space, irrespective of the input image dimensions. The methodology of 
front-end colour image dimension adoption CS algorithm for input image is shown in 
Figure 4. 

Figure 4 Adaptive colour space and dimension adoption algorithm (see online version  
for colours) 

 

As required for CIELAB colour space, if image size is 2D then it is converted to 3D 
without any change. Thus, method adopts and performs well for both dimensions. The 
dimensional adaptive process is presented in Algorithm 1. 

Algorithm 1 Image dimensional adoption algorithm 

1. Acquire Input image: original color image  
2. Calculate the image dimensions; 
3. if  size ( , 3) == 2 
4.       Convert the 2D gray image to 3D matrix. 
5.       Convert RGB to CIELAB color space. 
6. end if 
7. if  size ( , 3) == 3 
8.       Convert RGB to CIELAB color spaces 
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3.4 Projection matrix 

The efficiency of CS is highly dependent on the accuracy of generated compressed 
measurements. Selection of the projection matrix also yields noteworthy improvements in 
the recovery results. Therefore, in this paper, URD and ONRD based projection matrices 
are generated and compared. An experiment is performed for Gaussian Pyramid based 
RCoS (GP-RCoS) method for the projection matrices of URD and ONRD termed as 
BCS-GP-RCoS-URD method and BCS-GP-RCoS-ONRD method respectively. PSNR 
values for both the methods are calculated for different iteration counts and plotted as 
shown in Figure 5 for Vessels image with sample measurements/sampling ratio (r) = 0.4 
(i.e., 40%). 

Figure 5 Comparison of uniform random distribution (URD) and ortho normal random 
distribution (ONRD) projection matrix for BCS-GP-RCoS (see online version  
for colours) 

PS
N

R
 in

 d
B

 

It has been observed that ONRD based projection matrix method gives higher PSNR 
values as compared with URD method. However, for proper comparative evaluation, it is 
proposed to use the same projection matrix as referred in the reference research works (In 
this paper, the available random projection matrix file used in [2] and [3] has been 
employed for relative comparison). 

4 Proposed methodology 

In this paper, a dimension adaptive hierarchical hybrid recovery with collaborative group 
sparse representation (HRCoGSR) method of image compressive sensing is developed. 
The proposed method utilises the characteristics of Gaussian Pyramid based Recovery 
with collaborative sparsity (GP-RCoS) and restricted Group Sparse Representation 
(GSR) approaches. Dimension adaptive algorithm as explained in Section 3.1 can adopt 
2D grey and 3D colour images and work efficiently in both the cases. The hierarchical 
Gaussian Pyramid is constructed for down sampling the image to the appropriate level. 
Here, CIELAB colour space is chosen for representing the colour images for better 
representation which has been demonstrated in Section 3.2. This research work 
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contributes to optimise the collaborative sparsity methods for high speed execution and 
enhanced reconstruction. Collaborative sparsity simultaneously enforces local 2D and 3D 
non-local sparsity in adaptive hybrid transformed space [3]. GP-RCoS based CS solution 
is an iterative method and aims to improve the SNR performance of the recovery. 
However, empirically, it has been observed that GP-RCoS has a challenge in adopting 
image sparsity constraint and will lead to some blurriness [36]. Therefore, the recovery 
result of GP-RCoS is proposed to use as an input to additional restricted GSR phase. GSR 
opts singular value based hard threshold shrinkage approach which is implemented over 
group of patches. Thus, it overcomes the sparsity constraint. GP-RCoS output is cascaded 
with the restricted GSR model for the improvement in reconstruction quality. To 
implement fast convergence, restricted Split Bregman Iteration (SBI) [14,15] decoder is 
used in this paper. The block diagram of the proposed HRCoGSR method is shown in 
Figure 6. As discussed in Section 3.2, Gaussian pyramid is constructed initially which is 
followed by the front-end dimension adoption algorithm. Further, BCS with GP-RCoS is 
applied in the first phase and then the restricted GSR phase is employed by initialising 
the restricted GSR algorithm with GP-RCoS image as input. Finally, SBI decoder 
iteratively recovers the input image as shown in Figure 6. 

Figure 6 Block diagram of the proposed HRCoGSR method 
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4.1 Gaussian pyramid based recovery via collaborative sparsity (GP-RCoS): 
phase 1 

The method of collaborative sparsity takes advantage of local smoothness derivatives and 
complex non-local self-similarities [3]. In this phase, gradients are calculated for 
representing the local smoothness within local region, while non-local regions represent 
similarity of the repetitive structures or textures of the original images. Thus, a 
collaborative adaptive domain is achieved here; which results in a higher degree of 
sparsity exhibited by the image. 

4.1.1 Collaborative sparsity measure (CoSM) 
To achieve CS recovery of the images, a collaborative sparsity based measure (CoSM) is 
defined for recovering the high fidelity images back [3]. For mathematical modelling of 
the CS system, consider u as a sparse image matrix, A is random non-orthogonal 
projection matrix and b is the observed measurements with/without noise. The 
constrained optimisation problem will be: 
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 min ,          such that,               pu
u b Auφ =  (9) 

where, p is 1 or 0 which defines sparsity, 1  denotes l1 norm and 0  denotes l0 norm. 
The RCoS recovery uses a hybrid combination of local 2D gradients based sparsity 2L Dφ  
in space domain and non-local 3D sparsity 3NL Dφ  in transform domain. The collaboration 
measure is represented as; 

 ( ) 2 p 3CoSM  ( ) α ( )L D NL D qu u uφ φ= + . (10) 

where, α  is the parameter to control the sparsity constraints, p and q are numbers in the 
interval [0, 1] and are set to maximum here. The 2D local sparsity 2L Dφ  is computed 
using the gradients in x and y direction denoted by xD  and yD  and articulated as 

 ( )2 1 1 1 1    L D y xu Du D u D uφ = = +  (11) 

The above equation can also be referred from [9]. The non-local self-similarity is 
achieved by grouping similar patches for producing 3D transformation [3]. Image x is 
divided into n overlapped patches of size Bs and denoted by xk where, k = 1, 2, …, n. For 
finding the C best similar patch, a searching window of length L× L is used and with 
similar image regions, a group of patches is formed which is denoted by xkZ . Then, a 
three-dimensional operator 3DT  is applied to obtain the coefficients in 3N Dφ  domain. 
Similar operation is performed on the entire image. The mathematical formulation of the 
non-local 3D sparsity of the whole image in transform domain 3N Dφ  is written as 

 ( )3
3 0 0 0

1

  
n

D
N D x xk

k

x T Zφ
=

= Θ =∑ . (12) 

The estimates of all 9 blocks are averaged together for achieving the final non-local 
estimate expressed as 3 .ˆ  ΩN D xx = Θ  where 3ΩN D  is the inverse operator corresponding to 

3N Dφ . The collaborative sparsity measure (CoSM) can now be expressed as the 
combination of local and non-local 3D sparsity from equations (11) and (12) as; 

 ( ) 2 1 3 1 00
CoSM  ( ) α ( ) αL D NL D uu u u Duφ φ= + = + Θ  (13) 

4.1.2 GP-RCoS recovery 
Taking all the above collaborative sparsity constraints, the optimisation problem for 
recovery is given by: 

 1 0min α ,  such that,    uu
Du Au b+ Θ =  (14) 

Equation (14) here is nonconvex and terribly complex to solve. Thus, it is mathematically 
devised by introducing supplementary variables w  and x as: 

 1 0, ,
min  α ,  such that,   ,   ,   xw u x

w Du w u x Au b+ = = =� . (15) 
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The corresponding Augmented Lagrangian function (ALF) can be represented as; 

 ( ) ( ) ( )T 2 T
1 2 0

β , ,   ν γ
2 xw u x w u w u w u x= − − + − − −AL D   D � . 

                                     ( )2 2 T
2 2

θ μ     λ
2 2 

u x Au b Au b+ − + − − −  (16) 

There are three quadratic penalty terms in equation (16) represented as 
2 2 2
2 2 2 ,      u w u x and Au b− − −D  with ,   and  β θ μ  as their respective control 

parameters. 
The constrained equation (15) can be solved utilising Augmented Lagrangian 

technique iteratively by solving these equations: 

 ( ) ( )1 1 1
, ,

, , argmin , ,k k k
w u x

w u x w u x+ + + = AL . (17) 

 
( )
( )
( )

1 1 1

1 1 1

1 1

 ν ν
 γ γ
λ λ

k k k k

k k k k

k k k

u w
u x
Au b

β
θ
μ

+ + +

+ + +

+ +

= − −⎧
⎪ = − −⎨
⎪ = − −⎩

D
. (18) 

where, k represents the number of iterations and ,  ,  ν γ λ  are Lagrangian functions for 
,  ,  Du w u x Au b= = =  respectively. As it is hard to solve directly the three quadratic 

penalty terms efficiently, therefore, these are solved and employed by direction technique 
referred by [15], which alternatively minimises one variable while fixing the other 
variable. Equation (17) is split into three sub problems w, u and x and solved as referred 
in [3]. 

4.2 Restricted group sparse representation: phase 2 

Since method of GSR [22] improves the PSNR performance, but is sensitive to over 
smoothening of images, therefore, in this paper it is proposed to use the hierarchical 
pyramid based fast GP-RCoS method as the initial phase of the GSR in place of 
multihypothesis (MH) predictions [19]. In the proposed work, maximum number of 
iterations in the GSR stage is restricted to 25 because most of the recovered test images 
achieve maximum PSNR level within 25 iterations. Thus, it is called as Restricted GSR 
phase. It has been verified empirically on 4 test images. Figure 7 shows the PSNR plot 
for different iteration counts for sampling ratio of 0.4. It can be clearly observed that 
GSR stage attains maximum (or near to maximum) PSNR value of test images in less 
than 25 iterations. Thus, the restricted iteration counts are set to 25 for GSR stage in the 
proposed work. 
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4.2.1 Restricted BCS-GSR algorithm

For performance improvement and fast convergence implementation, Split Bregman 
Iteration (SBI) [14,15] based restricted BCS-GSR decoder is used in this paper. This 
method addressed non-local sparsity using group based representation.

The image x of size N is divided into n overlapped patches of size . For every 
patch  (k = 1, 2, … n), a searching window looks for its C best matched patches. The 
Group formation searches the similar patches based on Euclidean distance d over the 
search window Sa. Then, all matched similar patches are used to form a group matrix 

. Here n is the number of image patches and the term  is 
called as Group. The reconstruction problem from  to  can be reformulated by 
averaging the group and the recovery can be done as;

(19)

where  is an operator used for extracting of group  from x,  is its 
transpose,./represents element-wise division operation and is an all-ones matrix with 
size . 

The structure of split Bregman iteration (SBI) is used to iteratively solve the complex 
GSR regularisation-based image restoration process with subproblems as u subproblem 
[22]. On the basis of referred GSR modelling and recovery algorithm in [22], our 
modified restricted GSR algorithm is given as:

Algorithm 2 Restricted GSR for colour CIELAB images

4.3 Flow chart of the proposed HRCoGSR method

The sequential flow chart of the proposed HRCoGSR method is shown in Figure 8.

1. Initialize : initial input as as CIELAB image ,  where i =1,2,3 
2. If i =1 then is reconstructed L component of GP-RCoS phase.

else  

end
3. Set parameters , factor and Block size B

Find parameter for hard threshold 
4. Input: measurement vector y and = A, 
5. Do  SBI till Iterations count BCS-GSR-SBI-Decoding 

Update  
Update  

Update
6. Evaluate PSNR end
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Figure 7 Validation of restricted iterations of GSR algorithm (see online version for colours) 

 

Figure 8 Flow chart of the proposed HRCoGSR method (see online version for colours) 
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5 Results and discussion 

The performance of the proposed hierarchical pyramid based hybrid CS method is 
evaluated using the standard image database of 15 unique images as shown in Figure 9. 
The database consists of 2D (grey) and 3D (colour) images of varying sizes. Cameraman, 
boat, leaves are grey images of size 256× 256 and vessels image is a grey image of size 
112× 112. Peppers, Barbara, Parrot, Lena are colour images of size 256× 256 while face 
image is of 512× 512 size. 

Figure 9 Sample database of grey/colour images of varying size for evaluation (see online 
version for colours) 

 

All the simulations are performed in MATLAB 2013a on an Intel Core i3-5015U Dell 
system (2.10 GHz, 4 GB RAM) with Windows 10 Pro Operating System. Various 
experimentations were carried out and on the basis of empirical study, the proposed 
research methodology is defined and developed. The basic experimentation was started 
by validating the standard RCoS [3] based CS method. The first problem statement which 
is considered is speed improvement of RCoS method. Thus, it is proposed to use the 
hierarchical Gaussian Pyramid (GP) based approach (GP-RCoS) and speed up the 
execution process as explained in previous sections. 

The design parameters  ,  ,  , ,  , , andsB B L C μ λ θ β  are varied and optimally 
initialised for implementing GP-RCoS based recovery. The simulation and optimisation 
parameters are given in Table 2. The block size B for BCS is set to 32. For result 
execution λ  is set to 12, 7β = , and 3θ = . During non-local patch based similarity 
searching, block sB  is set as 8× 8 local window L = 41× 41 and the best matched blocks 
C are set to be 10 [3]. For the GSR phase (Phase-2), number of iterations for the image 
recovery is restricted to 25 only. 

5.1 Parametric performance evaluation of the proposed HRCoGSR method 

The parametric performance of the proposed HRCoGSR CS methodology is being 
compared with the state of art existing CS based approaches. The prime concern of the 
research work is to improve the efficiency of collaborative sparse compressive sensing 
technique. Therefore, the proposed hybrid HRCoGSR is compared with existing RCoS 



   

 

   

   
 

   

   

 

   

   378 A. Jain et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

[3] method. Additionally, three GSR based compression and recovery methodologies viz. 
GSR [22], GSR-NCR [23] and HNLSR [35] have also been considered for comparative 
evaluation. 

Table 2 Simulation and optimisation parameters for CS modelling 

S. No. Parameters Range 
1 μ (mu) 28 

2 β (beta) 5–7 

3 ε (tolerance) 1e–3 

4 Maximum number of iterations in GP-RCoS 400 
5  (theta) 2–3 

6 B (Block Size for CS) 32 
7 r (ratio/sample measurements) {0.1–0.4} 
8 S (Size of input image) max [xrow,ycol] 

First goal of the paper was to design fast image recovery method, thus the computational 
time of the proposed method is compared with three existing methods. Total elapsed time 
for Vessels, Parrot and House grey images in TIFF format is evaluated and compared in 
Table 3. 

Table 3 Computational time (in seconds) for different sampling ratios/measurements 

Images 
Ratio 

(r) RCoS GSR 
Proposed 

HRCoGSR method 

0.1 999.76 855.38 1102.60 
0.2 1188.58 820.14 1152.72 
0.3 703.78 866.20 802.07 

Vessels image  
of size 96×96 

0.4 446.57 808.78 629.44 
0.1 3937.54 3419.55 2076.17 
0.2 3513.03 3264.89 2095.04 
0.3 2953.46 1088.23 1234.56 

Parrot image  
of size 256×256 

0.4 3165.91 1140.47 1183.62 
0.1 7683.10 6022.14 1296.22 
0.2 4557.54 3987.62 996.82 
0.3 3250.89 3106.56 968.1 

House image  
of size 256×256 

0.4 6142.49 3873.38 623.99 
Average time 3211.89 2437.78 1180.113 

The elapsed time comparison (in seconds) is presented in Table 3 for different sampling 
ratios from 0.1 to 0.4. The execution time is calculated on an Intel Core i3-5015U Dell 
system (2.10 GHz, 4 GB RAM) with Windows 10 Pro Operating System. This data may 
vary as per the system configuration. It can be observed from Table 3 that HRCoGSR 
method offers significant reduction in elapsed time for higher size images viz. Parrot & 
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House of size 256× 256. The proposed method takes additional 25 iterations of GSR thus 
it has slight increased computational time for small size Vessels image (96× 96) at 
r = 0.1 and r = 0.2. The proposed method HRCoGSR offers almost 1/3rd average time 
than the customary RCoS approach. 

The average elapsed time plot of the proposed method and existing methods is shown 
in Figure 10 for sampling ratios 0.1, 0.2, 0.3 and 0.4. It is evident from the plot that the 
proposed HRCoGSR method takes less computational time as compared with RCoS and 
GSR methods. The lowest execution time is marked by an orange circle in the plot. 

Figure 10 Average elapsed time comparison plot (see online version for colours) 
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Figure 11 also illustrates the average elapsed time taken by the proposed method  

a over RCoS 

b over GSR method.  

It is clear from Figure 11 that proposed HRCoGSR method takes around only 26% of the 
execution time over traditional RCoS method, saving 76% of time and it takes 46% of 
execution time over GSR, saving around 54% of time. A significant reduction in 
computational time is noticed which justifies the fast speed of the proposed method. 

Figure 11 Average elapsed time taken by the proposed method: (a) over RCoS and (b) over GSR 
method (see online version for colours) 

  
 (a) (b) 
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For quantitative performance evaluation of the proposed method, PSNR performance of 8 
state-of-the-art existing CS based recovery methods are compared for different sampling 
ratios (r) from 0.1 to 0.4 for 9 images of different sizes. This comparison is presented in 
Table 4. 

Table 4 PSNR performance comparisons of the proposed method with several state-of-the-art 
methods 

PSNR in dB 

Images 
Ratio 

(r) 
TNLR 
[11] 

MH – 
BCS 
[19] 

RCoS
[3] 

ALSB
[6] 

GSR
[22]

GSR –
NCR
[23] 

HNLSR
[35] 

GP–RCoS 
(Phase-1 of 
HRCoGSR) 

Proposed 
HRCoGSR 

0.1 23.08 22.73 24.38 22.97 22.89 22.50 24.67 26.98 28.66 
0.2 25.77 25.88 27.97 26.65 27.17 26.30 28.34 30.75 32.77 
0.3 27.71 27.92 30.02 29.05 29.62 29.37 30.21 34.02 36.32 

Cameraman 
256×256 

0.4 29.48 29.36 31.76 31.01 31.64 31.59 33.25 37.01 38.58 
0.1 28.56 26.30 25.56 27.04 27.56 27.02 28.04 27.84 28.84 
0.2 31.04 29.81 29.60 30.72 31.36 30.87 31.57 31.65 33.92 
0.3 32.97 31.99 32.53 33.30 34.17 33.94 34.27 34.60 37.43 

Lena RGB 
256×256 

0.4 34.86 33.80 34.29 37.41 36.48 36.46 36.82 36.40 39.89 
0.1 19.86 20.13 21.50 22.7 24.72 22.56 24,66 25.36 28.52 
0.2 22.60 25.12 27.29 30.8 33.07 30.64 33,16 30.26 37.15 
0.3 27.02 29.31 30/10 34.89 37.26 37.59 37.67 35.31 42.07 

Vessels 
112×112 

0.4 30.75 33,44 35.66 37.96 40.52 40.90 40.62 38.62 44.91 
0.1 24.76 25.30 25.55 26.03 26.37 26.05 27.22 26.68 27.76 
0.2 28.12 28.28 28.51 29.73 31.17 30.18 31.41 29.90 31.06 
0.3 30.82 30.16 30.79 31.98 33.81 33.07 33.83 33.47 37.26 

Parrots 
RGB 
256×256 

0.4 32.23 33.55 32.89 34.90 36.51 36.37 36.19 33.67 38.12 
0.1 19.43 20.52 22.40 21.32 23.30 22.66 24.54 19.03 20.23 
0.2 23.63 24.77 27.39 26.97 30.60 29.03 30.97 23.90 26.85 
0.3 27.18 27.70 30.87 31.01 34.46 34.89 34.54 27.23 30.93 

Leaves 
256×256 

0.4 29.53 29.87 33.80 35.15 37.63 38.55 38.01 29.78 34.54 
0.1 29.71 30.32 33.45 32.18 33.46 32.35 33.58 31.19 34.77 
0.2 32.98 33,85 35.26 35.93 37.03 36.57 36.98 37.16 40.13 
0.3 35.22 35.69 36.30 38.36 38.32 39.37 40.16 40.25 42.79 

House RGB 
256×256 

0.4 37.00 36.64 38.42 40.06 40.89 41.11 41.87 42.04 44.84 
0.1 25.67 26.09 27.85 27.75 28.37 27.62 28.56 25.48 26.64 
0.2 28.36 29.92 31.42 33.04 33.34 33.30 33.96 27.68 29.15 
0.3 30.79 32.26 34.32 36.45 36.30 37.26 37.22 31.90 34.31 

Boat image 
256×256 

0.4 31.81 34.22 36.58 37.81 38.12 39.06 38.91 34.05 36.92 
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Table 4 PSNR performance comparisons of the proposed method with several state-of-the-art 
methods (continued) 

PSNR in dB 

Images 
Ratio 

(r) 
TNLR 
[11] 

MH – 
BCS 
[19] 

RCoS
[3] 

ALSB
[6] 

GSR
[22]

GSR –
NCR
[23] 

HNLSR
[35] 

GP–RCoS 
(Phase-1 of 
HRCoGSR) 

Proposed 
HRCoGSR 

0.1 20.75 26.74 23.73 27.01 28.20 28.28 28.77 25.89 28.18 
0.2 22.34 30.81 26.6 31.77 34.69 33.91 33.89 29.62 33.65 
0.3 23.77 32.99 29.49 34.70 36.92 37.16 36.94 32.54 37.14 

Barbara 
RGB 
256×256 

0.4 25.65 35.12 32.76 37.23 38.99 39.22 39.16 34.82 39.74 
0.1 26.23 25.00 27.01 26.60 26.01 26.37 27.91 25.55 26.87 
0.2 29.35 28.45 30.87 29.87 30.83 30.46 31.19 30.62 33.87 
0.3 31.56 30.30 32.65 32.13 33.02 32.86 33.18 33.62 36.75 

Peppers 
512×512 

0.4 35.06 34.46 36.37 36.23 37.21 37.32 37.87 36.69 39.99 
Average  28.21 29.06 30.49 31.63 32.82 32.85 33.59 31.36 34.48 

The average PSNR values are calculated for 9 different grey/colour images for 
evaluation. It is also shown graphically in Figure 12. It is clearly observed from Figure 12 
that proposed HRCoGSR method offers around 4 dB average gain over RCoS method, 
1.66 dB average gain over GSR and around 0.9 dB gain over HNLSR [35] method. 

Figure 12 Comparison of average PSNR values (in dB) of the proposed method with existing CS 
methods (see online version for colours) 

 

Average PSNR performance plots for different values of sampling ratios (r) are shown in 
Figure 13. It has been observed that for different values of sampling ratios (r), the 
proposed HRCoGSR method outperforms other techniques. From Figure 13, it is also 
clear that for higher value of r, the average PSNR value increases. 
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Figure 13 Comparison of average PSNR vs sampling ratio (r) for 9 different methods (see online 
version for colours) 

 

Figure 14 depicts the recovered images using the existing standard methods and the 
proposed CS method. Top row (a)–(e) shows the recovered Parrot image of size 
256× 256 for sampling ratio (r) = 0.4 and bottom row (f)-(j) shows the recovered Vessels 
image of size 96× 96 for sampling ratio (r) = 0.2. 

Figure 14 Recovered images using existing and proposed CS methods: (a)–(e) Recovered Parrot 
image of size 256× 256 for sampling ratio, r = 0.4, (f)–(j) recovered vessels image of 
size 96× 96 for sampling ratio, r = 0.2 

 

Various parametric visualisations are plotted for the proposed method of HRCoGSR in 
Figure 15. Figure 15(a)–(c) represent the PSNR performance vs Iteration Counts plotted 
for different sampling ratios (from 0.1 to 0.4) for House, Cameraman and Parrot images. 
Figure 15(d)–(f) show the associated graph drawn between the Iteration Counts and 
sampling ratio (r). A comprehensible observation can be seen from these plots that, as the 
sampling ratio increases, lesser number of iterations are required to attain enhanced 
PSNR values. Consequently, the method will terminate faster leading to less 
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computational time. It demonstrates that the HRCoGSR method has an excellent 
convergence property. 

Figure 15 (a)–(c) PSNR performance calculation with respect to iteration counts for different 
sampling ratios (r). (d)–(f) are associated graph drawn between the iteration counts and 
sampling ratio (r) (see online version for colours) 

 
        (a)     (d) 

 
        (b)     (e) 

    
        (c)     (f)       
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Figure 16(a)–(d) shows the recovered House images of size 256× 256 at GP-RCoS Phase 
(Phase-1 of HRCOGSR) and Figure 16(e)–(h) are the final recovered images of the 
proposed HRCoGSR method for different values of r (0.1–0.4). 

Figure 16 Recovered House image (256× 256) for GP-RCoS (a)-(d) and HRCoGSR (e)-(h) 
proposed method with different sampling ratios (r = 0.1 – 0.4) 

 

Colour image recovery results of the proposed method are shown in Figure 17 for lower 
as well as higher sampling ratio/sample measurements. In Figure 17, first column images 
(a) are original images, second column images (b) are recovered images at lower ratio 
r = 0.1, third and fourth column images (c)-(d) are recovered images at higher ratio 
r = 0.3 and r = 0.4 respectively. PSNR for the recovered image Lena by HRCoGSR 
method is 28.84 dB (for r = 0.1), 37.43 dB (for r = 0.3) and 39.89 dB (for r = 0.4). 

Figure 17 Performance comparison of the colour image recovery with proposed HRCoGSR 
method for lower sampling ratio (at r = 0.1) and higher sampling ratio (at r = 0.3 and 
0.4) (see online version for colours) 
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The reproduction efficiency of the proposed colour image CS methods over standard 
RCoS method is clearly seen in Figure 18. Improvements in terms of sparsity limitation 
of RCoS with proposed methods are shown by red squares in Figure 18 for the image 
recovery at low value of ratio (r) = 0.2. 

Figure 18 Comparative results for Parrot image at lower sampling ratio (r = 0.2) for improvement 
in sparsity limitation: (a) RCoS recovered and (b) HRCoGSR recovered (see online 
version for colours) 

 

The compression achieved by the standard RCoS method and the proposed HRCoGSR 
method can be quantified by the number of utilised bytes. Figure 19 illustrates the 
comparison of the compression achieved in terms of the number of bytes used for a 
512×512 House image at different sampling ratios (r = 0.1–0.4). The first value is 
representing the size of original input image in bytes and further values are plotted for 
sampling ratios 0.1, 0.2, 0.3 and 0.4. It can be observed that the proposed method 
significantly reduces the number of bytes utilised and offers higher compression as 
compared to the baseline method RCoS. 

Figure 19 Comparison of the compression achieved in terms of the number of bytes used  
for a 512× 512 image (see online version for colours) 
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5.2 Performance under noise attacks 

The performance of the proposed method is also evaluated under the presence of additive 
Gaussian noise. The measurement matrix is added with a noise of 100, 150 and 250 dB 
SNR. Reconstructed image results of the proposed HRCoGSR method for House image 
are presented in Figure 20 for measurements/sampling ratio of 0.2 (20%). It is observed 
that proposed method significantly recovers the image even at higher noisy environment. 
Less reduction in PSNR performance is noticed under noise attack. 

Figure 20 Result of the proposed method under AWGN noise attack over measurement matrix:  
(a) original image; (b) 100 dB Noise, PSNR = 40.123 dB; (c) 150 dB Noise, 
PSNR = 40.113 and (d) 250 dB Noise, PSNR = 40.09 (see online version for colours) 

 

6 Conclusion 

This paper proposed a fast and efficient hierarchical pyramid based colour image 
compressive sensing method (HRCoGSR) characterising and utilising both local and non-
local similarities. At the front-end, a dimension adaptive pyramid based GP-RCoS 
method is designed for BCS based reconstruction which can adopt both grey and colour 
images. In the second phase, the GP-RCoS reconstructed image is used as the initial 
estimate for the restricted GSR based recovery. The proposed methods combined the 
benefits of patch and group based compressive sensing approaches by designing hybrid 
combination of RCoS and GSR methods. 

As an experiment, URD and ONRD based projection matrices are also generated and 
compared. PSNR results show that ONRD based projection matrix method yields higher 
PSNR values as compared with URD method. 

Simulation of the proposed HRCoGSR method along with seven existing standard 
methods is carried out for variety of standard grey and colour images for different 
sampling ratios (r) in MATLAB 2013a. Results show that the proposed HRCoGSR 
method is highly efficient and much faster than existing methods. The average elapsed 
time taken by the proposed HRCoGSR method is only 26% of that of the standard RCoS 
method, saving 74% computational time. When compared to GSR method, the proposed 
method takes only 46% of the average computational time calculated for Intel Core i3-
5015U Dell (2.10 GHz, 4 GB RAM) system. The initial phase of pyramid construction 
based GP-RCoS method alone offers better PSNR than early CS methods like TNLR, 
MH, and RCoS. The performance results for Parrot, Lena, Barbara, Peppers and House 
colour images are improved specifically. The PSNR performance of House image has 
increased from 38.42 dB to 42.04 dB with an increment of around 8% in GP-RCoS  
phase only. 
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In order to minimise the blurriness offered by the initial phase of GP-RCoS, the 
results are fed to restricted GSR phase. The final results of the proposed HRCoGSR 
method offers around 4 dB average gains over RCoS, 1.66 dB average gain over GSR, 
around 0.9 dB gain over HNLSR methods. Several parametric performance plots are 
presented which clearly justify the effectiveness and performance improvement offered 
by proposed method over other existing methods in terms of compression, computational 
time and PSNR performance. However, the perceptual quality of the bigger size images 
needs further improvement, as the reconstructed image seems to be over-smoothened. 

The proposed work is applicable in all the sectors of imaging where taking samples is 
complex and costly. It can be used in efficient image acquisition, low-powered sensing of 
images and distributed camera sensor network applications. 

Future scope comprises the expansion of HRCoGSR in applications like image 
deblurring, image denoising etc. Local sparsity constraints can be tackled for completely 
removing the over smoothening effects. Use of multiple dictionaries can also improve the 
performance further. 
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