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Abstract: The age profiles of many countries are increasing day by day with 
increasing population of individuals affected by the chronic diseases such as 
diabetes, cardiovascular disease, obesity and so on. In order to maintain the 
individual living, remote health monitoring with daily activity by recognising 
people is a promising solution. Cardiovascular disease (CVD) is the major 
cause of mortality globally. Most of the deaths due to CVD are sudden and 
without any chance of medical help. In order to avoid this accidental death, 
precautions are required with continuous monitoring of body parameters such 
as heart rate, pulse rate and electrocardiogram (ECG) to show the current status 
of the health. Internet of Things (IoT) is rapidly growing industry in many 
disciplines including healthcare. In current research, heart disease is monitored 
with processing of electrocardiogram signals. The existing monitoring system 
lacks in prediction accuracy and remote monitoring. In this proposed work, the 
gathered data from the wearable devices are preprocessed to remove the noise. 
The relevant features for better recognition are selected using the proposed 
LBPNet with particle swarm optimisation (PSO). Then sequential minimal 
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optimisation based SVM classifier recognises the abnormalities of heart disease 
from normal patients for diagnosis. These data are available in remote servers 
for doctors and care takers with IoT application. The care takers are notified 
about the patient health using smart phones. This proposed system is useful for 
cardiac patient monitoring and updation with high accuracy. 

Keywords: cardiac disease; health monitoring; IoT; Internet of Things; WSN; 
wireless sensor network; deep learning; PSO; particle swarm optimisation; 
LBPNet; ECG; electrocardiogram; SMO-SVM. 
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Zhang, B. and Liu, Y. (2023) ‘Wearable IoT enabled smart heart disease 
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1 Introduction 

Due to the disorder of the heart and blood vessels, 32% of adult death is caused because 
of cardiovascular diseases [1]. This consists of various heart diseases such as coronary 
heart disease, raised blood pressure called hypertension, rheumatic heart disease, cerebro 
vascular disease called stroke, heart failure, peripheral artery disease and congenital heart 
disease. These kind of cardiovascular diseases need to be monitored continuously. The 
patients in the hospital are monitored using bedside monitors by hospital staff. Due to  
the immobility, wired connection and weight of these instruments, the patients are stuck 
in bed and feel uncomfortable. It is difficult to monitor the patients suffered from 
cardiovascular disease continuously due to the hospital cost and shortage of hospital 
qualified healthcare professionals. 

This paper introduces a wearable IoT based smart heart disease monitoring system 
with wireless communications. The wearable devices such as heart rate sensor, 
temperature sensor attached to the patient’s body will send the status about the patients as 
bio signals to the server. The data are processed and the stored about the patients data. 
Doctors and care takers are notified about the patient health if there is any abnormality 
detected. These data also available in hospital server and cloud for further treatment. The 
contribution of this paper is as follows: 

• Gathered data from wearable IoT devices of the patients are preprocessed to remove 
the noise and missing values. 

• The relevant body parameters such as heart rate, blood pressure and ECG are 
extracted using the proposed deep LBPnet algorithm. 

• The relevant features related to heart diseases will improve the diagnosis process. 
Hence, the feature selection process is further optimised with the optimisation 
algorithm called PSO to get optimal feature set. 

• The HD is predicted using SMO-SVM with optimal features for better diagnosis. 

• The results are evaluated with corpus dataset using the evaluation metrics and error 
calculation. 

• The proposed system results are compared with previous algorithms to prove the 
efficiency and effectiveness of the smart monitoring system. 

• The doctors, caretakers are notified about the patient’s health status through smart 
phones for early diagnosis. 

The remaining sections of this paper are as follows: Section 2 discusses about the related 
work, Section 3 introduced the smart monitoring HD system with proposed deep learning 
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approaches, Section 4 discusses the results and evaluations, and Section 5 concludes the 
proposed work with future work. 

2 Related work 

The existing literature discussed about the difficulties of the elderly people who 
independently living with chronic diseases such as heart disease, Alzheimer’s and 
diabetes. Varatharajan et al. [2] proposed a dynamic time warping method for early 
diagnosis of Alzheimer disease using wireless sensors. Romero et al. [3] proposed a 
diagnosis system for Parkinson’s disease. Pigadas et al. [4] proposed a smart phone based 
method for smart monitoring with the data gathered from GPS, accelerometer and 
wearable sensors. These devices can transmit the data to the remote servers and send 
notification on hazardous situations. 

Pirani et al. [5] proposed smart phone based application to manage wandering 
behaviour and context information. The user behaviour pattern is learned through 
decision theoretic model. The navigate users are provided with verbal prompts for 
monitoring. Sensor networks are the key techniques to collect number of health related 
signals including ECG and heart beat [6]. The remote health monitoring utilise the smart 
phone as the gateway that can collect the sensor signals and transmit the relevant medical 
centre with or without processing. 

Bao and Intille [7] proposed a smart monitoring system used to detect the motions 
and activities with the help of user mounted acceleration data from accelerometers 
attached to the body. The activities such as walking, sitting, standing, relaxing, watching 
TV, scrubbing, laundry, folding, carrying items, eating, reading, cycling, vacuuming, 
climbing stairs and lying down are detected. Roy et al. [8] proposed a smart phone based 
infrastructure assisted recognition system for multi in habitant environment. This method 
used to recognise the daily living activities through smart phone enabled sensors. 
ActiServ [9] is a android phone based accelerometer sensors with fuzzy classification 
used to recognise simple gestures. 

Sarmah [10] proposed a heart disease diagnosis and medication using deep learning 
modified neural network (DLMNN). It consists of three steps for authentication, 
encryption and classification. Heart patients of the hospital are authenticated using 
substitution cipher (SC) with SHA-512. The sensor data are transferred to cloud using 
wearable IoT devices using PDH-AES method. Then the DLMNN classifier classifies the 
data as normal and abnormal. The abnormal condition alert is sent to the physician for 
further treatment. Mohan et al. [11] proposed a ML techniques to enhance the detection 
of cardiovascular disease with improved accuracy. They used hybrid method with 
random forest and linear model. This method obtained 88.7% of accuracy on prediction 
of HD. 

ElSaadany et al. [12] proposed a IoT enabled multi sensory system that gather heart 
rates with body temperature. The sensor system with Bluetooth communication gathers 
the ECG data utilising the smart phone. This signal processing mechanism was 
incorporated with ML approaches to prevent the sudden heart attack. Khan [13] proposed 
a model for IoT enabled heart disease prediction using modified deep convolutional 
neural network. The patient data such as ECG and heart rate are gathered using smart 
watch and heart monitor device. This model obtained 98.2% accuracy on prediction. 
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Vijayashree and Sultana [14] proposed a optimum weight based fitness function for 
PSO and SVM for HD prediction. The PSO-SVM used to select six relevant features 
such as sex, maximum heart rate, resting ECG, fasting blood sugar, multiple major 
vessels and exercise induced angina. Mutlag et al. [15] reviewed the issues, difficulties 
and challenges included in healthcare IoT systsm and provide the suggestions to resolve 
the issues with load balancing, computation offloading and interoperability. Internet of 
things in vehicle (IoV) tracking is discussed in Napoléon and Alfalou [16]. The sensors 
track data and uses big data platform to store the data. Under water sensor network with 
IoT is implemented in Eberhart and Kennedy [17] and machine learning performance in 
diseases prediction is Sharkawy et al. [18] highly encouraged by recent researchers. 
Agricultural decision making [19] process is designed with machine learning and sensors 
for optimal results. 

3 Proposed LBPNet-PSO methodology 

The proposed smart heart disease monitoring system on WSN is based on deep learning 
and meta heuristic algorithms. The overview of the system is show in Figure 1. It consists 
of four layers. Layer 1 is responsible for gathering the patient health data such as heart 
rate, ECG, glucose level and blood pressure using wearable IoT devices. These raw data 
are pre-processed to remove the missing values and noise. Layer 2 is responsible for 
networking process to store the processed data and monitoring. Layer 3 is responsible  
for knowledge driven processing on predicting the heart disease patients condition and 
Layer 4 is responsible for self management and updating the condition of the patients to 
doctors and care takers through smart devices for early diagnosis. 

Figure 1 LBPNet-PSO system overview (see online version for colours) 
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3.1 Data processing using eigen PCA 

To make the gathered input data from the wearable devices as an elegant one for 
processing, dimensionality reduction is an important step to reduce the dimension of the 
input data into low dimensional space. In this proposed work, Eigen-PCA has been used  
to reduce the dimension of feature space. Principal Component Analysis (PCA) has been 
used to reduce the high dimensional of data space into low dimension of feature space. 
PCA used here to calculate the eigenvector of covariance matrix.  The high dimensional 
data space transformed into low dimensional space with the eigenvectors with larger 
eigen values. The vector dimension of image is represented as M × N. the set of images 
are represented as, [ 1 2,, ]. NP P P…  the image set is represented in equation (1), 

 
1

1 N

i
i

P P
N =

= ∑  (1) 

The covariance matrix C is declared as in equation (2), 
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C P P P P
N =

= − −∑  (2) 

The eigen values and vectors are calculated as in equation (3), 

 EV Vλ=  (3) 

where V-eigen vectors associated with C with the eigenvalue λ . All the input image set 
is projected into the eigen-subspace as in equation (4), 

 ( ) 1,2,3..i T
j iy w p i N= =  (4) 

i
jy -projection of p which is called as the principal components. The input face image is 

the combination of principal components. 

3.2 Feature extraction using deep LBPnet with PSO 

Once the preprocessing and dimensionality reduction process are over, the features 
related to the heart disease such as blood pressure, heart rate, ECG are extracted from the 
data using proposed optimised deep learning approach called deep local binary pattern 
(DLBP) network with PSO. Irrelevant features leads to reduce the performance of the 
diagnosis system. The relevant and important features are need to be extracted to improve 
the recognition system with high accuracy. LBP is a texture based feature extraction 
technique used in many applications including face recognition to extract the features 
[16]. These feature extraction network structure consist of two layers such as DLBP layer 
and Eigen-PCA layer. 

Deep LBP layer: this LBP divides the input feature image into arrays. The 3 × 3 matrix is 
mapped into the pixel matrix. It consists of central pixel with the threshold (P0). If the 
neighbour pixel value is lower than central pixel is then that pixel value is replaced with 
zero or else it is filled with one. These binary values represent the local texture of the 
image. Histogram of this pixel square is calculated and that are concatenated to form the 
vector of features. The LBP is declared as in equation (5) 
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 and nin , cpin  – intensity values for neighbour and central pixel. Figure 2 

shows the Deep LBP Net architecture with two layers and Figure 3 represents the process 
of DLBP. 

Figure 2  Architecture of deep LBPNet (see online version for colours) 

 

Figure 3 DLBP layer (see online version for colours) 

 

Eigen-PCA filter layer: The objective of this layer is to transform the input features into 
low dimensional space using the Section 3.2 and performing the PCA on each square of 
window. The overall DLBPNet is shown in Figure 4. Now the filtered image features are 
optimised with particle swarm optimisation to find the optimal features for classification. 

Figure 4 Optimised DLMP net with PSO (see online version for colours) 
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The particle swarm optimisation (PSO) was developed by Kennedy and Eberhart in 1995 
which is widely used optimisation technique due to its efficiency [17,18]. In PSO, each 
individual of the population is called as particle which consist of its position, velocity 
vector and fitness value to control the particle movement. Based on the internal 
intelligence (pbest) and best experience (gbest). Each particle performance is evaluated 
using the predefined cost functions at the end of the iterations. Among the whole 
population, each particle takes neighbour particle value referred as optimal global value 
called Gbest. The PSO process is calculated using the equations (6) and (7) 

 ( ) ( )1
1 1 2 2. .t t t t t t

i i i i iv wv c r Pbest X c r Gbest X+ = + − + −  (6) 

 1 1t t t
i i iX X v+ += +  (7) 

where, i = 1…N – no. of swarm population. t
iv  – velocity vector, t – iteration, t

iX  – 
current position of ith particle, t

iPbest -previous best position of ith particle, tGbest -
previous best position of whole particle, 1c  and 2c  – coefficients called cognitive 
parameter an social parameter. The cognitive parameters in PSO are particle numbers, 
acceleration, weight of inertia and size of near by particle. 1r , [ ]2 0,1r ∈ -random 
numbers, w-internal coefficient to control the local and global search. The standard PSO 
can update the position of the particle using the equation (8) 

 ( )11 if
 

0    otherwise

t
i

i

rand s v
X

+⎧ <⎪=⎨
⎪⎩

 (8) 

where s( 1t
iv + ) is the sigmoid function that will transform the velocity into the range (0, 1), 

rand()-random number selected from the distribution in the range [0,1]. The normal 
fitness function in the equation (9) is used to minimise the classification error during the 
training process. 

 fitnessfunction Errorrate FP FNf
TP TN FP FN

+= =
+ + +

 (9) 

3.3 Smart heart disease prediction using SMO-SVM 

The support vector machine is proven to be the best classification algorithm for all 
prediction problems. In this proposed work, sequential minimal optimisation [19] has 
been used to train the SVM to improve the accuracy of classification result. The linear 
classification of SVM is in the form represented in equation (10), 

 ( ) ( )Tf x w x b= +  (10) 

Our problem is a binary classification problem, the output is predicted as y = 1 if f(x)>=0 
and y = –1 if f(x) < 0. The linear function is also improved with the kernel which is 
represented as equation (11), 

 ( ) ( )
0

,
n

i i
i

i

f x y k x x bα
=

= × +∑  (11) 
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The kernel function 

 ( )
2

2, exp
2
ii x x

k x x
σ

⎛ ⎞−
⎜ ⎟= −
⎜ ⎟
⎝ ⎠

 (12) 

where 
2

ix x−  – squared Euclidean distance, σ  – free parameter ( not predefined by 
this model). With this standard SVM, SOM can improve the SVM for binary 
classification using the equation (13) 

 ( ) ( )
1 1 1

1 ,
2

n n n
i j i

i i j
i i j

f x y y k x xα α α
= = =

′ = −∑ ∑∑  (13) 

where 0  , 1, 2i C i nα≤ ≤ = …  and 
1

0
n

i
i

i

yα
=

=∑  

The optimal solution is based on the condition as represented in equation (14), 

 ( )0 1i T i
i y w x bα = => + ≥  

 ( ) 1i T i
i C y w x bα = => + ≤  

 ( )0  1i T i
i C y w x bα≤ ≤ => + =  (14) 

The classification of SOM trained SVM is shown in Figure 5 based on the optimal 
solutions. The input data space is divided using the hyper plane and the decision is based 
on the SOM based optimal solution conditions. 

Figure 5 SMO-SVM classification (see online version for colours) 

 

Algorithm 1 LBPnet-PSO 

Input: Input data from wearable IoT devices, preprocessed Diabetes dataset, swarm size 
M, maximum iteration tmax, number of features/particle dimension D, 1r , 2 1, r c , 2c , w and 
t = 1 
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Output: Heart disease prediction 

Step 1: gathered data are preprocessed using the dimensionality reduction technique 
called Eigen PCA 
Step 2: extracting the relevant features using deep LBPnet procedure using the  
equation (5) 
Step 3: Optimal features selection for better diagnosis using PSO 
Step 4: while c < tmax do 
Step 5: for particle i = 1 to M do 

Step 6: random initialisation of position p
idX  with values and velocity vector idV  

Step 7:    end for 
Step 8:        for each particle i do 
Step 9:    Evaluate fitness of each particle using equation (9) 
Step 10:           end for 
Step 11:            for i = 1 to M do 
Step 12:                 update the pbest of particle i 
Step 13:                 update the gbest of particle i 
Step 14:         End for 
Step 15:    for particle i = 0 to M do 
Step 16:     for dimension D = 0 to D do 
Step 17: change the velocity of particle using equation (6) 
Step 18: Update the position of each particle using equation (8) 
Step 19: change the position using equation (7) 
Step 20:        End for 
Step 21:     End for 
Step 22:   t = t + 1 
Step 23: End While 
Step 24: return the position of gbest (selected feature subset) 
Step 25: prediction of heart disease with patient status using SMO-SVM. 

Hence, the proposed smart heart disease diagnosis with wearable IoT devices effort to 
increase the accuracy of the heart disease prediction system using the optimisation 
techniques for feature selection and classification will be useful for medical industry to 
better diagnose of the Heart disease. Compare to the normal data mining and machine 
learning algorithms, optimisation based improvement will used to select the best features 
which will leads to improve the classification accuracy. 
 
 
 
 



   

 

   

   
 

   

   

 

   

    Wearable IoT enabled smart heart disease monitoring on WSN 209    
 

    
 
 

   

   
 

   

   

 

   

       
 

4 Results and discussions 

This section discusses about the experimental results which is carried our using Python 
Sklearn and the proposed method is compared with the other four methods proposed by 
Mohan et al. [11], Khourdifi et al. [20], Gogate et al. [21] and Wan et al. [22].  
For evaluation, the dataset Cleveland heart disease from California university was used in 
this study [(https://dataverse.harvard. edu/dataset.xhtml?persistentId=doi:10.7910/DVN/ 
QWXVNT]. The database of heart disease is created by Long Beach medical center, 
Cleveland clinic foundation, and V.A in 1998 [23]. The dataset consists of 303 samples. 
Among them 300 samples without missing values which consist of 140 positive and 160 
negative patients records. This dataset consist of 76 features and all the tests are 
implemented in 13 features. The positive and negative HD patients are classified 
separately. The performance analysis is done with the statistical assessment metrics to 
measure the accuracy of the proposed model and other existing models. The metrics are 
precision, true positive rate/sensitivity, true negative rate / specificity, classification 
accuracy, F measure and Matthew’s correlation coefficient. The results obtained from 
these metrics for the proposed model with existing models are shown in Table 1. 

Table 1 Comparative analysis of proposed model with existing models based on performance 
metrics 

HD prediction models Precision Sensitivity Specificity F-measure 

Matthews 
correlation 
coefficient Accuracy 

Mohan et al. [11] 0.88 0.89 0.87 0.92 0.91 0.93 

Khourdifi and Bahaj [20] 0.86 0.89 0.89 0.9 0.93 0.95 

Gogate and Bakal [21] 0.85 0.91 0.92 0.925 0.89 0.89 

Wan et al. [22] 0.858 0.91 0.88 0.89 0.87 0.91 

Proposed DLBPNET-PSO 0.95 0.97 0.96 0.968 0.94 0.98 

Figure 6 Performance evaluation of HD prediction systems (see online version for colours) 

 

The observed results from the Table 1 shows the performance metrics results of the 
various HD prediction systems. From the statistics, it is proven that the proposed method 
outperforms better than other existing approaches. The proposed deep learning with 
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evolutionary method obtains 98% of accuracy on predicting the heart disease patients 
from the non-heart disease patients. The next best method on predicting the HD is 
proposed by Khourdifi and Bahaj [20]. The pictorial illustration of these results is  
shown in Figure 6 for better understanding of the performance of the proposed 
optimisation based classification algorithm. 

Performance evaluation in terms of execution time and error calculation such as Mean 
absolute error, Root mean square error, and Relative absolute error are calculated and 
compared with existing approaches which is shown Table 2 followed by illustrated in 
Figure 7. 

Table 2 Simulation error calculations of various HD prediction systems 

HD prediction models 
Execution time 

(s) MAE RMSE RAE 
Proposed DLBPNET-PSO 0.04 0.07 0.04 0.03 
Mohan et al. [11] 0.12 0.18 0.2 0.19 
Khourdifi and Bahaj [20] 0.09 0.23 0.21 0.15 
Gogate and Bakal [21] 0.08 0.18 0.14 0.16 
Wan et al. [22] 0.09 0.13 0.12 0.17 

Figure 7 Execution time and error calculation (see online version for colours) 

 

From the observation from Figure 7, the proposed deep evolutionary based smart HD 
diagnosis minimises the error comparatively with existing approaches. The time to train 
the model and executing also reduced comparatively. The proposed system obtains the 
execution time of 0.04 s for prediction with the error rate such as MSE, RMSE and  
RAE are 0.07, 0.04 and 0.03 respectively which is optimally minimum than existing 
approaches. 

Hence, the proposed smart wearable IoT based HD prediction on WSN will diagnose 
the Heart disease with high accuracy and minimum error. The status about the patients is 
updated to the nearby hospital, doctor and care taker through smart phone through WSN. 
This timely update about the patient health monitoring will helps to real time monitoring 
and early diagnosis of heart attacks and prevent death. 
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5 Conclusion 

We proposed smart wearable IoT based heart disease diagnosis on WSN using deep 
evolutionary algorithms. The gathered data from the wearable IoT devices of the patients 
such as temperature, heart rate and ECG are pre-processed. Processed data is further 
predicted using the proposed deep learning with meta heuristic algorithms, which tends to 
produce high accuracy and minimum error. This prediction report will be sent to the 
doctors and caregivers if there is any abnormality detected. The processed data are also 
stored in cloud and remote servers for hospital access. The proposed design obtained 
security, correctness, availability, efficiency and accuracy of 98%. This proposed system 
helps for continuous monitoring of cardiac patients. In future, the proposed system will 
be extended to monitor elderly people and baby care monitoring with two way 
communication IoT protocols. The patients can be given suggestion through online from 
doctors. Error in prediction can be reduced by intelligent algorithm with global optimum 
solutions. 
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