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Abstract: The deadly coronavirus virus (COVID-19) was confirmed as a 
pandemic by the World Health Organisation (WHO) in December 2019. 
Prompt and early identification of suspected patients is necessary to monitor 
the transmission of the disease, increase the effectiveness of medical treatment 
and as a result, decrease the mortality rate. The adopted method to identify 
COVID-19 is the Reverse-Transcription Polymerase Chain Reaction  
(RT-PCR), the method is affected by the shortage of RT-PCR kits and 
complexity. Medical imaging using deep learning has proved to be one of the 
most efficient methods of detecting respiratory diseases, but efficient deep 
learning architecture and low data are affecting the performance of the deep 
learning models. To detect COVID-19 efficiently, a deep learning model based 
feature extraction coupled with support vector machine (SVM) was employed 
in this study, Seven pre-trained models were employed as feature extractors and 
the extracted features are classified by multi-class SVM classifier to classify 
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COVID-19, common pneumonia and healthy individuals’ CT scan images, to 
improve the performance of the models and prevent overfitting, training was 
also carried out on augmented images. To generalise the model’s performance 
and robustness, three datasets were merged in the study. The model with the 
best performance is the VGG19 which was trained with augmented images, the 
VGG19 achieved an accuracy of 96%, sensitivity of 0.936, specificity of 0.967, 
F1 score of 0.935, precision of 0.934, Yonden Index of 0.903 and AUC of 
0.952. The best model shows that COVID-19 can be detected efficiently on CT 
scan images. 

Keywords: artificial intelligence; COVID-19; SVM; support vector machine; 
feature extraction. 
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1 Introduction 

Epidemic outbreaks have led to the deaths of billions over the decades. The novel 
Coronavirus (COVID-19) is a dangerous disease that first appeared in China in December 
2019 and was later declared a pandemic by the World Health Organisation (WHO) at the 
beginning of 2020 [1,2]. The disease is typically spread by exposure to respiratory 
droplets while a person is in direct contact with someone who has COVID-19, and typical 
signs of COVID-19 include cough, fever, lack of appetite, fatigue, chest pain and high 
temperatures [3,4]. To date, the Covid-19 epidemic has infected more than 76 million 
people with an estimated total of 1.6 million deaths around the world [5]. 

Rapid and early diagnosis of suspected patients is important to monitor the 
dissemination of COVID-19, it will increase the efficacy of medical services, 
consequently, decrease mortality and the need for intensive care [6–8]. Covid-19 can be 
detected using Reverse Transcription Polymerase Chain Reaction (RT-PCR) with 
approximately 71% sensitivity. However, the use of RT-PCR is associated with certain 
deficiencies, including the lack of supply of RT-PCR kits, especially in developing 
countries, and time-consuming, which makes their use difficult and complicated. Several 
types of research have proposed that computer tomography (CT) imaging may serve as a 
feasible option for the detection of COVID-19 with better sensitivity compared to RT-
PCR [9]. 

Despite the continuous rise in cases of COVID-19, many experts assumed that CT 
had a major role to play in the detection and management of COVID-19 at early-stage, 
chest CT scan was able to recognise COVID-19 by revealing irregular imaging findings 
[10]. Other benefits of CT include high sensitivity, a high positive rate of moderate 
turnaround time and more details on pathology [9,10]. Although chest CT has shown an 
immense capacity for the identification of COVID-19, the manual detection of 
radiographic characteristics has low accuracy in distinguishing COVID-19 from common 
pneumonia [11]. The rapid growth of COVID-19 patients and multiple CT scans (average 
300 slices per scan) of each patient have also resulted in a large number of CT images, 
which is a severe challenge for radiologists, especially in the epidemic [12]. 

Deep learning has been applied to many problems in different fields [13–19]. Several 
deep learning models were developed to improve the performance and generality of the 
models, the major setbacks face by these models are associated with the deep learning 
architecture [20], a low number of datasets [21,22], noise and variation of scale levels in 
medical images [12,23–25]. To detect COVID-19 on CT scan images using deep 
learning, transfer learning is the widely used method, it is easier to train and achieve 
higher accuracy [26–30]. With few datasets, deep learning may overfit or may not 
perform very well, data augmentation can reduce overfitting, robustness and improve the  
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performance of the model [21,31,32]. In this study, hybrid models which use pre-trained 
deep learning models as feature extractor and support vector machine (SVM) as the 
classifier was proposed. SVM is easier to train and very efficient. Similar architectures 
have been applied to problems like classifying the texture of plants [33] facial recognition 
[34]. In Patalas-maliszewska [16] SVM shows better performance and takes less time to 
train compared to a Softmax classifier of the pre-trained models. 

By linking most of the real objects around us to the internet, IoT technology helps us 
to integrate the physical and virtual environments. It gives everyday objects 
computational power and network access, allowing them to produce and disseminate 
data. These objects could include home appliances, wearable devices, medical equipment, 
and vehicles. IoT pushes us closer to artificial intelligence, smart access, and automation 
with less human interference [35]. To reduce human interaction and fasten COVID-19 
detection [36] proposed an intelligent system that makes use of thermal and optical 
cameras as sensors, the thermal camera checks the temperature of the suspect and if the 
suspect temperature is high, the optical camera will capture the suspects face, the GPRS 
sensor will also provide the location of the suspect, both the GPRS and the captured 
image will be sent to the authority, this system will reduce the spread of the virus. 
Remote diagnostics, such as radiological services and online image processing, may 
benefit from the image database with advanced analysis, which allows physicians to 
diagnose critical illnesses without having to travel to remote locations. Improvements in 
biomedical and healthcare environments are apparent when combined with machine 
learning (ML) algorithms that can analyse and develop sophisticated simulations. Every 
day, millions of images are created, allowing different types of artificial intelligence (AI) 
to open up new frontiers in big data analytics. The machine learning algorithms mainly 
clean structured data from raw datasets, converting it into expectations and assumptions 
to aid in the adoption of immediate actions [37]. The IoT has spurred the development of 
a wide range of smart IoT applications across several industries. Successful IoT 
implementations and experiments are needed to advance the various technical aspects of 
these solutions. Low-cost and modular approaches such as mathematical modelling and 
simulation are commonly used to solve this. However, such techniques are limited in 
their ability to realistically capture physical characteristics and network conditions. To 
address this issue, a revolutionary IoT testbed device that allows for the realistic testing 
of various IoT solutions in a controlled environment. The testbed was built to provide 
multidimensional general-purpose support for various IoT properties such as sensing, 
connectivity, portal, energy storage, data processing, and security [38–40]. IoT and big 
data analytics, in general, are two main innovations that can change the biomedical and 
healthcare industries and improve people’s lives [41]. 

Convolutional neural networks (CNNs) have attained state-of-the-art performance in 
the field of medical imaging based on previous studies [42–44]. This degree of reliability 
is obtained by using labelled data to train and fine-tuning the system’s millions of 
parameters. CNN can easily overfit small datasets due to the huge number of parameters, 
so generalisation efficiency is proportional to the size of the labelled data. Due to the 
limited number of datasets, limited datasets prove to be the most challenging problem in 
the medical imaging domain [45–47]. Medical image collection is a very expensive and 
tedious process that requires the participation of radiologists and researchers [46]. Also, 
since the COVID-19 outbreak is recent, sufficient data of chest CT scan images is  
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difficult to gather, unlike [42] were by the detection of COVID-19 was performed on 
synthetic CT scan images, we proposed an offline data augmentation were by several data 
augmentations employed in many studies were performed on each of the three datasets 
such as random reflection, random rotation, random rescale, random translation. 

Feature extraction is a critical component of a detection system’s performance [15]. 
CNN features are automatically trained. One of CNN’s advantages in the case of 
transformations such as translation, scaling, and rotation is that they can be invariant. 
Invariance, rotation, and scale are three of CNN’s most unique advantages, particularly in 
image recognition problems such as object detection, since they allow the network to 
abstract identity, enabling it to recognise the object even though the image’s pixel values 
vary greatly. Feature extraction increases the accuracy of the models learned by 
extracting the features from the input data. This move in the general framework reduces 
data dimensionality by removing redundant data. It also increases the speed and inference 
of model training. Methods of extraction of features generate new features by rendering 
the variations and transformations of the original features. Colour, shape, texture or pixel 
value is the type of characteristics that can be obtained from medical images. Any 
diagnostic image, such as CT scan images, does not contain any colour detail. This is 
appreciated in this field. 

1.1 Related works 

The deadly disease of COVID-19 has had an impact on the world by debilitating 
operations, multiple methods have been taken into account in combating the spread of 
deadly disease, mathematical models have been studied to estimate the spread of the 
disease by considering the number of infected, susceptible and recovered patients, and 
this analysis is a classic approach. The maximum number of sick people, as well as the 
scale and speed at which the disease spreads through migration, was analysed using a 
time-varying SIR model, these analyses can help estimate the number of infectious 
individuals and the disease’s replication number [48]. To attain real-time prediction, AI 
models coupled with IoT have been used to help medical practitioners diagnose and track 
COVID-19 by looking at parameters such as temperature, blood pressure and heart rate, 
considering the high number of incidents, the privacy of data transmission and the energy 
efficiency of the low power system used to gather information is very critical [49]. To 
reduce the effect of the economic impact caused by COVID-19 [50] Proposed AI model 
that is data-driven to forecast lock-down and non-lock-down region boundaries to 
minimise the economic effect of the COIVD-19 pandemic, the embraced form of lock-
down by several countries was absolute lock-down, this method is not good for the 
economy. with the proposed model by Rahman [50], near to real-time prediction of areas 
with high active cases was predicted and this can serve as an avenue to smart cities [51]. 
IoT based system was proposed to identify COVID-19 by gathering information from 
patients such as X-ray images, temperature, breathing ventilation, sweat change, and 
heart signals. The system classifies X-ray images and predicts the state of patients using 
three deep learning models, namely ResNet50, InceptionV3 and InceptionResNetV2. 
This research would allow health professionals to treat and detect COVID-19 patients. 

Medical imaging and deep learning have contributed a lot in detecting respiratory 
diseases and other medical conditions like brain surgery, pulmonary diseases, and  
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cardiology [32,51–56]. By employing transfer learning via the Resnet50 pre-trained 
model, retraining at 41 epochs an accuracy of 96.3% was achieved in all classes. RT PCR 
findings were compared with CT scan images in COVID-19 identification, the earlier RT 
PCR results are negative while the CT scan results are positive, this indicates the efficacy 
of the medical imaging in COVID-19 profiling as it can identify the virus at an early 
stage [57]. Multi-Scale Convolutional Network was used to distinguish COVID-19 and 
common pneumonia CT scan images, the performance of the Deep Learning model was 
compared to the results of the radiologist, it was observed that the AI model outperforms 
the radiologist, achieves an accuracy of 97.7%, a sensitivity of 0.995, a specificity of 
0.956 and an AUC of 0.962, while the radiologist achieves an accuracy of 97%, a 
sensitivity of 0.995, a specificity of 0.956 and an AUC of 0.962 [21]. 

In the study carried out by Umar et al. [58], X-ray images were trained using a pre-
trained AlexNet to differentiate between COVID-19 pneumonia NON-COVID-19 Viral 
pneumonia, Bacterial pneumonia and healthy patients, binary classification was 
performed by considering two of the above classes, then multi-class classification for 
three classes except healthy individual X-rays, and the last four classes were considered 
for training. The performance of the models was calculated using precision, sensitivity 
and specificity, the highest performance is of the binary classification which COVID-19 
and healthy X-ray were considered, the accuracy obtained was 99.16%, the sensitivity 
was 97.44% and the specificity was 100% [42]. Improving the efficiency of the CNN 
model proposed in the study by adding an Auxiliary Classifier Generative Adversarial 
Network (ACGAN), ACGAN generates synthetic images to maximise the number of 
training images, achieving 95% accuracy, which is 10% higher than the accuracy attained 
by the proposed CNN model. 

1.2 Contributions 

In this study, seven pre-trained deep learning models AlexNet, GoogleNet, ResNet-50, 
ResNet-101, ShuffleNet, VGG16 and VGG19 were used as feature extractors and multi-
class SVM as a classifier for COVID-19 detection. The idea behind this hybrid model is 
to improve the performance of the state of the art model in the detection of COVID-19. 
The different deep learning models employed in the study have different depth in 
architectures and features, the multiclass SVM classifier is very efficient and easier to 
train. Our contributions to this study are: 

i proposed a hybrid model which is deep learning-based feature extraction and 
classification based on multi-class SVM classifier 

ii seven pre-trained deep learning models were proposed as feature extractors and a 
multi-class SVM as a classifier 

iii the proposed model outperformed the state of the art model 

iv to improve the performance of the models and reduce overfitting, data augmentation 
was carried out on the datasets 

v three datasets were merged to generalised the performance of the model and improve 
the training of the model. 
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2 COVID-19 detection 

This section describes the characteristics of the dataset used and the proposed pre-trained 
deep learning models for COVID-19 detection. All abbreviations are listed in Table 1. 

Table 1 Abbreviations 

WHO World Health Organisation 
RT-PCR Reverse-transcription polymerase chain reaction 
SVM Support vector machine 
CT Computer tomography 
IoT Internet of things 
ACGAN Auxiliary classifier generative adversarial network 
CNN Convolutional neural network 
DL Deep learning 
AI Artificial intelligence 
ML Machine learning 

2.1 Dataset 

In this research, three datasets have been used to classify CT scan images. The datasets 
obtained provide three classes: positive COVID-19, healthy individuals and common 
pneumonia. The first collection of data [59], contains 349 COVID-19 positive and 397 
healthy individuals CT scan images, collection of data [60] contains 328 common 
pneumonia and 371 COVID-19 positive CT scan images and the third collection of data 
[22] contains 1252 COVID-19 positive class and 1229 healthy individuals. Meanwhile, to 
generalised the dataset the three datasets were merged. The overall dataset comprises 
1608 healthy individuals, 1972 COVID-19 positive and 328 patients with common 
pneumonia. The details of the dataset is presented in Table 2. 

Table 2 Compiled dataset 

Dataset COVID–19 Positive
Common 

Pneumonia 
Healthy 

Individuals 
Yang et al. [59] 349 NA 397 
Yan et al. [60] 371 328 NA 
Soares et al. [22] 1252 NA 1229 
Total Number of CT scan images 
per class 

1972 328 1608 

2.2 Transfer learning 

Transfer learning is a research problem in machine learning. It focuses on storing 
knowledge gained while solving one problem and applying it to a different but related 
problem [51,61–64]. In training the pre-trained network for another problem, some 
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features of the pre-trained models will be changed, such changes are layers to be frozen, 
layers to be added and change of some hyperparameters values. 

2.3 ResNet 

ResNet or Residual Network [14] is a deep learning algorithm used in classifying images. 
The key concept behind ResNet is to deal with disappearing gradients that degrade 
network output induced by piling up a convolution layer over a pooling layer in deep 
network architecture, shortcuts that include identity is a residual block, the idea of 
inserting skip connections effectively removes a high training error, other deep networks 
do not contain an identity connection that is why ResNet is different, the ResNet-50 has 
50 layers while ResNet-101 has 101 layers. The input layer accepts an image of size 
224 × 224. 

2.4 AlexNet 

AlexNet [65] is a deep learning model which consist of five convolution layers, three 
fully connected layers and 3 max-pooling layers, the AlexNet was the first to win the 
ImageNet challenge in 2012, Rectified Linear Unit was first introduced in AlexNet, this 
makes it to train faster compared to CNN with tahn function. The AlexNet input layer 
admits images with the size 227 × 227. 

2.5 GoogleNet 

GoogleNet is a 22 layer network comprising of the input layer, convolution layers, max-
pooling and softmax classifier, the main things that make the GoogleNet different is the 
1 × 1 convolution, network in network and the global average pooling. The GoogleNet 
won the ILSVRC 2014 competition with a low error rate compared to VGG [66]. 

2.6 ShuffleNet 

ShuffleNet [67] is a deep learning model that has 50 layers, it utilises the group 
convolution from AlexNet on 1 × 1 convolution layer, the group convolution reduces 
computation significantly, but the drawbacks of the group convolutions is that output of 
certain channels are driven from a small fraction of the input, to address this issue, the 
channels which are also differentiable are shuffled in ShuffleNet to address this issue. 

2.7 VGG 

VGG [68] is a deep learning model which utilises small filters and max pooling after 
every convolution, the VGG16 which contains 16 layers, out of the 16 layers 5 are 
convolutional layers, 3 trainable layers and the remaining layers are max-pooling layers, 
while the VGG19 has 19 layers. This architecture was the 1st runner up of the Visual 
Recognition Challenge of 2014 i.e., ILSVRC-2014. 
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2.8 Support vector machines (SVM) 

The SVM [69] classification is referred to as a process whereby the supervised binary 
classification method is used and when a training set is introduced, wherein the algorithm 
develops a hyperplane that maximises the margin that exists between two input classes. 
For instance, considering linearly separate data with two distinct classes, the system can 
have numerous hyperplanes which separate two classes. SMV identify the most ideal 
hyperplane that has a maximum margin between all available hyperplanes, whereby the 
margin is the distance difference between the hyperplane and the support vectors. Given a 
set of training data {( , )} (N

i i i ix d d  is the actual value, ix  represents the input vector and 
N  is the data number), given that the SVM function is: 

 ( ) ( )iy f x w x bφ= = +  (1) 

where ( )Xφ  is mapped non-linearly from input vector x , which are input feature spaces. 
Then, the SVM equation is given as [69]: 

 * *,( , ) ( ) ( , )
N

j i ii i
i

f x K x x bα α α α= − +∑  (2) 

( , )i jk x x  is the kernel function in the feature space after performing non-linear mapping 
and b  is bias term. The most commonly used kernel function is Gaussian radial basis 
function (RBF) because it performs better than linear and polynomial kernel as it is not 
only capable to map non-linearly training data into infinite-dimensional space but also 
easier to implement [69] and it is given as: 

 2
1 2 1 2( , ) ( )k x x exp x xγ= − −‖ ‖  (3) 

where γ  is the kernel parameter. 

3 Data pre-processing and training 

Data preprocessing in deep learning is the process of perfecting data in such a way that it 
can fit the input of a network and also, clean and increase the number of the dataset for 
robust and better training. There are several types of data preprocessing such as resizing, 
augmentation and smoothing in training medical images. 

3.1 Data augmentation 

Data augmentation is a method of obtaining additional data from the initial dataset, an 
increase in data increases training performance and prevents over-fitting [21,32]. Several 
data augmentations employed in many studies were performed on each of the three 
datasets such as random reflection, random rotation, random rescale, random translation 
along X-axis and random translation along Y-axis. After data augmentation, a total 
number of 10,000 COVID-19 positive CT scan images were produced and 10,000 healthy 
individuals CT scan images were produced and a total number of 10,000 Common 
Pneumonia CT images were produced, in total, we generated 30,000 CT scan images for 
the study. Samples of CT scan images are presented in Figure 1. 



   

 

   

   
 

   

   

 

   

   16 M.A. Saleh et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

Figure 1 CT scan images samples: (a) COVID-19 positive; (b) healthy individuals and  
(c) common pneumonia 

     
                   (a)                                           (b)                                             (c) 

3.2 Training 

In this study, seven pre-trained deep learning models AlexNet, GoogleNet, ResNet-50, 
ResNet-101, ShuffleNet, VGG16 and VGG19 which serves as feature extractor coupled 
with multi-class SVM classifier were used in classifying COVID-19, common 
pneumonia and healthy individuals CT scan images, the pre-trained models serve as 
feature extractors while the multi-class SVM as classifier. The training is in two stages, 
firstly the training was carried out on the original set of CT scan images, while the second 
training was carried out on augmented CT scan images. The performance of the two 
training types was compared to find the best models. Figure 2 show the detailed training 
process in this study. 

Figure 2 Training process (see online version for colours) 
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The images were resized to the size of 224 × 224 for GoogleNet, ResNet-50, ResNet-101, 
ShuffleNet, VGG16 and VGG19 and 227 × 227 for AlexNet, from the input of the pre-
trained networks to the last pooling layer of the networks were used for feature 
extraction, the top of the pre-trained models which include the fully connected layers and 
the softmax classifier were replaced by multi-class SVM classifier, 805 of the total 
images were used for training and the 20% were used for testing. The feature extraction 
part is responsible for extracting features that will be used by the classifier to classify the 
CT scan images, after training the hybrid model, the model’s performance will be 
evaluated based on the performance evaluation criteria. 

4 Results and discussion 

In this study, seven pre-trained models were employed to classify COVID-19, common 
pneumonia and healthy individuals CT scan images, the performance of the first and 
second training sets was compared to find the model with the best performance, also the 
performance of the best model between the two training was compared with the state of 
the art model that performed multi-class classification to detect COVID-19 on CT scan 
images. 

The first training carried out on the original training set and the results of the model 
performance are presented in Table 3. The models with the best performance in terms of 
accuracy is the VGG16 with an accuracy of 93.8% followed by VGG19 and GoogleNet 
with an accuracy of 93.6% and 93.1% respectively, in terms of specificity, VGG16 
achieves the highest with 0.943, also VGG16 achieves the highest AUC with 0.936, this 
show that VGG16 outperformed the remaining models trained in this model for the first 
training, the results are also visually presented in Figures 3 and 4. 

Table 3 Proposed models performance for the first training 

Models Accuracy (%) Sensitivity Specificity 
F1 

score Precision 
Yonden 
index AUC 

Resnet–101 88.3 0.9 0.86 0.886 0.873 0.76 0.880 
ResNet–50 91.9 0.918 0.918 0.918 0.919 0.836 0.918 
GoogleNet 93.1 0.944 0.918 0.932 0.921 0.862 0.931 
ShuffleNet 86 0.852 0.867 0.859 0.866 0.719 0.860 
AlexNet 91 0.93 0.893 0.911 0.893 0.823 0.912 
VGG16 93.8 0.934 0.943 0.939 0.944 0.877 0.939 
VGG19 93.6 0.949 0.923 0.937 0.926 0.872 0.936 

For the second training, the training was carried out on the augmented training set and the 
results are presented in Table 4. The models with the best performance in terms of 
accuracy is VGG19 with an accuracy of 96% followed by VGG16 and GoogleNet with 
an accuracy of 94.9 each. In terms of specificity and AUC, VGG19 outperformed the 
remaining models in the second training with 0.967 and 0.952 specificity and AUC 
respectively, the visual representation of the results is presented in Figures 5 and 6. 
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Figure 3 Models performance for the first training (see online version for colours)

Figure 4 Models accuracy for the first training (see online version for colours)

Table 4 Proposed models performance for the second training

Models Accuracy (%) Sensitivity Specificity
F1 

Score Precision
Yonden 
Index AUC

ResNet–101 + 
Augmentation

93.4 0.912 0.948 0.905 0.898 0.86 0.930

ResNet–50 + 
Augmentation

93 0.905 0.945 0.899 0.892 0.85 0.925

GoogleNet + 
Augmentation

94.9 0.926 0.964 0.927 0.928 0.89 0.945

AlexNet + 
Augmentation

92 0.886 0.941 0.885 0.883 0.827 0.914

ShuffleNet + 
Augmentation

87 0.846 0.892 0.848 0.851 0.738 0.869

VGG16 + 
Augmentation

94.9 0.92 0.96 0.922 0.925 0.88 0.940

VGG19 + 
Augmentation

96 0.936 0.967 0.935 0.934 0.903 0.952

The state of the art model [70] proposed a new deep learning model in which they trained 
to classify CT scan images with three different classes COVID-19, other pneumonia and 
healthy patients, in training, they consider two different images resolutions, first training 
on 512 × 512 resolution CT scan images and the second training on 256 × 256 resolution 
CT scan images. The best models [70] achieve an accuracy of 94.67%, a sensitivity of 
0.96, specificity of 0.92 and AUC of 0.97 in Table 5. The proposed model’s performance 
was compared to the state of the art model. The proposed architecture which utilises pre-
trained deep leaning as feature extractor and SVM as classifier shows how great it can 
perform in detecting COVID-19 CT scan images.
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Table 5 Proposed models performance with state of the art model

References Models
Accuracy 

(%) Sensitivity Specificity F1 Score Precision
Yonden 
Index AUC

T1 and T2 & 
T3 512 × 512

91.13 0.94 0.85 NA NA NA 0.94Amyar 
et al. [70]

T1 & T2 & T3 
256 × 256

94.67 0.96 0.92 NA NA NA 0.97

Resnet–101 88.3 0.9 0.86 0.88 0.87 0.76 0.88
ResNet–50 91.9 0.91 0.91 0.91 0.91 0.83 0.91
GoogleNet 93.1 0.94 0.91 0.93 0.92 0.86 0.93
ShuffleNet 86 0.85 0.86 0.85 0.86 0.71 0.86
AlexNet 91 0.93 0.89 0.91 0.89 0.82 0.91
VGG16 93.8 0.93 0.94 0.93 0.94 0.87 0.93
VGG19 93.6 0.94 0.92 0.93 0.92 0.87 0.93
ResNet–101 + 
Augmentation

93.4 0.91 0.94 0.90 0.89 0.86 0.93

ResNet–50 + 
Augmentation

93 0.90 0.94 0.89 0.89 0.85 0.92

GoogleNet + 
Augmentation

94.9 0.92 0.96 0.92 0.92 0.89 0.94

AlexNet + 
Augmentation

92 0.88 0.94 0.88 0.88 0.82 0.91

ShuffleNet + 
Augmentation

87 0.84 0.89 0.84 0.85 0.73 0.86

VGG16 + 
Augmentation

94.9 0.92 0.96 0.92 0.92 0.88 0.94

Proposed 
models

VGG19 + 
Augmentation

96 0.93 0.96 0.93 0.93 0.90 0.95

Figure 5 Models performance for the second training (see online version for colours)



   

 

   

   
 

   

   

 

   

   20 M.A. Saleh et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

Figure 6 Models accuracy for the second training (see online version for colours) 

 

5 Conclusion 

Seven pre-trained models AlexNet, GoogleNet, ResNet-50, ResNet-101, ShuffleNet, 
VGG16 and VGG19 were employed in this study as feature extractors and a multi-class 
SVM as the classifier to classify COVID-19, common pneumonia and healthy individual 
CT scan images, detecting COVID-19 at an early stage is very important, it will reduce 
the spread of the virus and putting the patient on the right diagnosis, that is why in this 
study, we improved the performance of deep learning models by augmenting the images 
and changing the classifier of the pre-trained models with a classifier that is efficient and 
takes less time to train. With this approach, we are confident that COVID-19 can be 
detected at an early stage with high accuracy and reliability. 

In the future, the authors will explore more preprocessing techniques, also more 
classifiers such as Decision Tree, SVM, K Nearest Neighbour and ensemble classifiers 
will be explored to improve the performance of the detection. The authors will also try to 
incorporate the proposed model with IoT for easy detection of COVID-19. 
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