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Abstract: This paper presents architecture for extracting context features from 
electronic health records (EHR) to design a clinical support system using 
transfer learning for natural language processing (NLP). The system is trained 
to provide a supporting summary to the medical practioners on the basis of the 
ICD 9 codes and respective symptoms of the patient. The BioALBERT model 
has been trained over biomedical corpora and the proposed model uses 
improvised parameter sharing techniques and requires less physical memory. 
The theoretical analysis of the proposed system is supported by the 
experimental analysis. MIMIC-III database has been used to fine train the 
proposed models and to assess the efficiency and efficacy of the proposed 
work. This study introduced a context-aware approach for extracting useful 
context from EHR, which can be used to acquire a basic understanding of the 
treatment path. 
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1 Introduction 

EHR is the most powerful information pool of clinical data comprising of the medical 
and pathological reports, treatment, symptoms, and the respective clinical notes. Such 
information can aid in the development of a continuous information flow between 
patients and doctors. More importantly, comprehensive evaluations have shown that the 
clinical care quality can greatly be enhanced through the predictive analysis of the EHR 
(Meystre et al., 2008; Bui et al., 2022; Chen et al., 2021). Some freely available EHR 
resources, such as the Medical Information Mart for Intensive Care (MIMIC) database, 
and PubMed dataset provide a huge treasure of biomedical data to extract the insightful 
information for the clinical support. These datasets contain the healthcare data from 
patients admitted to a large tertiary care hospital’s critical care unit. Structured data 
contains diagnostics and laboratory results, while unstructured data contains doctor 
progress notes and discharge summaries. The analysis and information retrieval are 
comparatively more challenging in case of unstructured data especially in case of 
biomedical field (Cohen and Hersh, 2005; Chifu et al., 2019; Chai et al., 2021). 

One of the most important tasks in secondary evaluation of EHR is appropriately 
identifying the patient cohort under examination. Clinical narratives often provide very 
insightful and meaningful information for an appropriate diagnosis of medical situation 
of any patient. As a result, NLP techniques must be used to obtain and assess this 
information. The thorough analysis of this text through NLP and advance ML tools can 
be utilised to identify the clinical classification of the symptoms and the respective 
disease. It not only provides a better insight of health and disease, but also derives an 
accurate phenotyping which could be used to determine the risk of a person suffering 
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from any disease (Stanfill et al., 2010; Tiwari et al., 2021). Furthermore, an accurate 
phenotyping of the patients through efficient software can reduce the time consumed by 
the doctors in evaluating the medical charts. Many researchers have used the NLP 
techniques to derive the intelligent predictive models for the phenotyping (Nigam, 2016). 
Considering the fact that completely rule-based predictive models require a lot of domain 
expertise, and it is difficult to ensure its accuracy in random situation, deep learning 
techniques for phenotyping advancements could be proved as a great tool for 
phenotyping. The manner in which information is derived from the EHR data makes 
interpretation and transmission of the data highly challenging. Compound clinical 
concepts are created by connecting the separate records together to derive a context 
which could be used to present a support to the medical practitioners and clinicians in 
case of emergency. These distinct records are combined in order to derive the appropriate 
meaning best suited and connected with the earlier entries in the healthcare records under 
several sections. When interpreting these hierarchically layered medical records, contexts 
are crucial. They undoubtedly aid in determining the severity, lack of discoveries, and 
clear depictions of medical disorders (Erdil, 2019). 

Deep learning has showed promising results in various areas of healthcare, such as 
mortality prediction and patient identification. However, the issues in biomedical NLP 
like de-identification of notes, diagnosis of skin cancer, and detection of diabetic 
retinopathy, etc can still pose a tough challenge in applying deep learning for the disease 
prediction. The interpretability of these forecasts is very critical for healthcare 
applications since the results might have a direct impact on patient health decisions. 
Furthermore, clinicians with extensive prior knowledge and experience still want some 
applications to help them make some preliminary judgements in general scenario. As a 
result, models with greater interpretability are essential so that the doctors could have 
more confidence and control over their findings. While tremendous work has been done 
into understanding and developing understandable deep learning NLP models, their 
intricate interactions between inputs make them fundamentally less interpretable as 
compared to the conventional dictionary-based linear models (Huang et al., 2019; Li  
et al., 2018; Shickel et al., 2017). 

Transfer learning has gained a lot of attraction in the recent years in the field of NLP 
due to its capability to utilise the knowledge obtained from one task to complete another 
related task. It lowers the need for fine-tuning datasets and enhances performance. 
Domain adaptation is a property of the transfer learning technique that is obtained 
through word vector mapping between similar words and similar vectors. The  
pre-training of the entire model over a data-rich task achieves general-purpose knowledge 
and abilities in transfer learning. Following that, this knowledge is transferred to the 
downstream tasks. The vast amount of text data available on the internet might be used to 
train the network using transfer learning. Generative pre-trained transformer (GPT), 
embeddings from language models (ELMo), bidirectional encoder representations from 
transformers (BERT) and its variants like ALBERT, RoBERTa have been proposed for 
NLP applications (Peters et al., 2018; Devlin et al., 2019; Lan et al., 2019; Jin et al., 
2019, Mullenbach et al., 2018). All these models were shown to be quite effective for one 
set of applications but not for the other more diverse applications. Even the techniques, 
methodology, and practises used in these models differ, and as a result, their performance 
differs depending on the task. Therefore, for a more thorough knowledge of transfer 
learning, a unified and systematic approach is required. Also, the performance of the 
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conventional pretrained learning models degrades for biomedical applications as they 
were trained over the general corpora like wordnet, Wikipedia, etc. The ineffective 
performance of these models over biomedical data has been resolved by biomedical NLP 
(BioNLP) researchers by training them on biological and clinical corpora (Yuan et al., 
2021). 

An architecture for extracting the context features to design a clinical support system 
using transfer learning for the natural language processing (NLP) over the biomedical 
data is presented in this paper. These factors can be utilised to interpret the patients’ 
health state and extract necessary knowledge from the system in case of emergency. The 
large scale pretrained model, BioALBERT has been finely tuned for domain-specific 
adaptation over corpora from biomedical field. The algorithm presented in this paper has 
been fine-tuned to extract contextual information from an EHR system for clinical usage. 
The major contribution of the proposed work can be summarised as below: 

• The derivation of a clinical support system using the contextual information in a 
clinical domain from the MIMIC-III dataset which could be of great use for the 
medical practitioners. 

• Training of the intelligent support system to provide a supporting summary to the 
medical practioners on the basis of the ICD 9 codes and respective symptoms of the 
patient. The summary comprises of the accurate phenotyping, line of treatment, 
possible side effects, special care to take, etc for the patient with respective medical 
situation using the patient cohort. 

• Fine tuning of the pretrained model with the contextual biomedical data to achieve 
the desired performance. 

• The improvised parameter sharing techniques adds more value to the research work 
as it results into lesser physical memory requirement. 

• The word piece embeddings through the sentence piece tokenisation for the  
fine-tuning for contextual summary generation also adds novelty to the proposed 
work. 

We hypothesise that training biomedical variant of ALBERT, i.e., BioALBERT with 
biomedical corpora and further tuning it finely for the task of context aware summary 
generation can present an efficient support system for the clinical analysis in a wide 
variety of situations. The objective of the proposed work is to derive a framework for 
extracting the context features to design a clinical support system using transfer learning 
for the NLP over the biomedical data. These factors can be utilised to interpret the 
patients’ health state and extract necessary knowledge from the system in case of 
emergency. 

The rest of the paper is structured as follows: the second section of the paper is 
devoted to a review of relevant research that has recently been presented by a number of 
different researchers. Section 3 provides an architectural description of ALBERT and its 
biomedical variant. For the available dataset, Section 4 presents a BioALBERT-based 
context information retrieval system. The experimental investigation in Section 5 
evaluates and discusses the performance of the proposed technique, and Section 6 
concludes the work. 
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2 Related work 

The ever-increasing growth in the healthcare sector due to the digitisation of data and the 
potential of artificial intelligence to extract the meaningful information from it have 
attracted many researchers to address variety of untouched aspects of medical paradigm. 
Recent development in the area of NLP has taken the capability of processing to the next 
level. Especially, Biomedical NLP has changed the complete spectrum of data analytics 
of medical sector, drug development process, sequence estimation of biological 
variations, etc. The application of advance language models (LMs) over the biomedical 
literature could not generate the encouraging results because of their training over general 
corpora. The limitation has been overcome by the BioNLP researchers by training these 
LMs on biological and clinical corpora and verified the respective performance over 
numerous BioNLP applications. 

Jin et al. (2019) presented the variant of ELMo by training it using PubMed abstracts 
and named it as biomedical ELMo (BioELMo). The authors have retrieved the features of 
the biomedical data in terms of relational information among various entities. The 
application of BERT for training over scientific materials was proposed by Beltagy et al. 
(2019) and named the proposed model as Scientific BERT (SciBERT). On the same line, 
Si et al. (2019) have utilised the clinical notes as corpora for the training of BERT-based 
transfer learning models. They have targeted the problem of named-entity-recognition 
(NER) for biomedical data and attained and improved standard non-contextual and 
contextual word embedding. Peng et al. (2019) developed a benchmark named as 
biomedical language understanding evaluation (BLUE) score by using ten datasets to 
create five tasks which has been used by many researchers later to assess the correctness 
of their model. They proved that the performance of the BioNLP is enhanced when the 
LMs are trained over biomedical corpora. BioBERT presented by Lee et al. (2020) is the 
most commonly used LM for biomedical applications which utilises the PubMed and 
PubMed Central (PMC) corpus for pretraining. They have further explored the potential 
of the proposed model over three different tasks of BioNLP namely the relational 
extraction, NER and question answering (QA) through fine-tuning. PubMed articles have 
been used by Gu et al. (2020) who presented a novel LM and named it as PubMedBERT. 
They also verified the effectiveness and accuracy of the model with the LM trained over 
general corpora and also derived a domain-specific vocabulary. KeBioLM proposed by 
Yuan et al. (2021) which was a biological pre-trained LM, drew on knowledge from the 
unified medical language system (UMLS) database. KeBioLM was used to complete two 
BioNLP assignments and demonstrated the feasibility of developing a customised 
domain-specific LM. 

Because all these pre-trained LMs use the BERT architecture, training takes a long 
time and demands a lot of computing power. Furthermore, all these LMs were 
demonstrated using only a few BioNLP tasks, hence their generalisability remains 
unknown. In NLP tasks, the performance of ALBERT is established to superior as 
compared to that of BERT (Naseem et al., 2021). All these researchers have touched 
upon various aspects of artificial intelligence and exploited the best of the characteristics 
of these LMs. However, the application of these LMs over the biomedical data to explore 
the depth of treasure of information is still not reached to the desired state. The major 
limitation of these models is the unavailability of the pre-trained models for the large 
biomedical data. It can be summarised that the application of the state-of-the-art transfer 
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learning model to the biomedical field can revolutionise the complete paradigm of 
healthcare sector. The potential of advanced LM to extract the insight from the EHR can 
be of great use for generations to come. 

3 Architectural framework of ALBERT 

ALBERT is a lite variant of BERT which preserves the functionality of BERT but 
features much fewer parameters than typical BERT architecture. The parameter reduction 
is achieved through the augmentation of the factorised embedding parameterisation (FEP) 
technique with the subsequent technique of cross-layer parameter (CLP) sharing. The 
larger embedding matrix of vocabulary is reduced to two smaller matrices in FEP to 
decrease the dependence of the dimensions of hidden layer over the vocabulary 
embedding. Additionally, it provides the option to increase the hidden layer number 
while maintaining the same amount of parameters. On the other hand, the parameter 
efficiency is enhanced through CLP sharing technique by limiting the increase in the 
number of parameters even with the change in the depth of the network. It also presents a 
more regularised and stable training performance for the backbone BERT model. It has 
been found that an ALBERT model has utilised the parameters 18 times lesser than the 
conventional BERT model and still achieved a training performance which is 1.7 times 
faster than BERT. 

Figure 1 Classic transformer model (see online version for colours) 

 

Source: Naseem et al. (2021) 

The backbone framework of ALBERT is encoder-decoder-based model with multiple 
layer transformer architecture, as illustrated in fig 1. The encoder in this model is based 
on self-attention, but the decoder has attention on encoder outputs. It is made up of many 
blocks that are placed on top of each other. Each block comprises of a multi-head 
attention block and a Feedforward Network. To accommodate the information about the 
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context of the data and word level embedding, hidden layer representations should be 
large which increases the number of parameters also. Typically, it is the product of 
number of tokens in the vocabulary (V) and the hidden layer size, i.e., V * H. 

Considering E as the size of the embedding after it has been factored using FEP, the 
parameters are drastically reduced to the order of V * E + E * H. Although the learning 
potential of the model can be improved by stacking the independent layers, it also 
dramatically increases their redundancy. This redundancy is addressed by ALBERT by 
sharing parameters between groups of layers. This presents a trade-off between the 
number of parameters and the number of layers. So, ALBERT is a small yet very helpful 
variation of BERT. It can increase the effectiveness of downstream language 
understanding activities while keeping the computational overhead to a minimum for a 
variety of applications. 

4 Proposed BioALBERT-based associated context parameters evaluation 

This paper presents an architecture for extracting the context features to design a clinical 
support system using transfer learning for the NLP over the biomedical data. 
BioALBERT, has been used here to implement the transfer learning by fine tuning the 
large-scale pretrained LM over biomedical corpora. The whole work is majorly classified 
in four steps as shown in Figure 2. The steps are discussed in detail as follows. 

4.1 Data preprocessing 

The dataset used in this work is MIMIC-III dataset which is a huge database of patients 
admitted to Beth Israel Deaconess Medical Center’s intensive care units in the time 
period of 2001 to 2012 (Johnson et al., 2016). The purpose of this research is to leverage 
unstructured data to uncover meaningful semantic information. Therefore, different files 
have been explored and processed in the proposed work to derive a compiled data of 
meaningful clinical information. The most important feature of the dataset is the 
discharge summaries which provided the cumulative textual information about the 
complete treatment plan of the patient. It is processed further through NLP techniques to 
extract the actual ground truth about the patients’ medical situation. The notes were 
sterilised in this stage by deleting any reference of class designations, misspelled words, 
special characters, repeated words, unidentified words, etc. The MIMIC dataset is 
preprocessed by performing the output labelling over MIMIC-III dataset, conversion of 
words into lower-case, removal of special characters, separation of contraction, number 
canonisation and word tokenisation. The complete dataset is further refined on the basis 
of the most frequently encountered ICD9 codes. And it has been refurbished under the 
categories of top 10 codes dataset and top 50 codes dataset. It has been observed that 
these two categories of datasets covered majority of the data. The tokenisation of the text 
of datasets under the discharge summaries features have been performed using the 
classification [CLS] token and separator [SEP] tokens. The start of the sentence is 
represented by [CLS] token and end of the sentences is represented by [SEP] token. 
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Figure 2 Proposed methodology (see online version for colours) 

 

4.2 Segmentation 

The technique of distinguishing various sentences among a bunch of words is known as 
sentence segmentation or sentence tokenisation. Sentence segmentation is carried out 
using the Spacy library, an NLP-designed library, with significantly greater accuracy. 
The segmentation of the sentences in the discharge summaries of the preprocessed dataset 
is performed using the CLS and SEP tokens and the existing tokenisation libraries. For 
transformer models, the real limit for the input layer is 510 tokens, down from 512 after 
removing the CLS and SEP tokens (Romanov and Shivade, 2018). Since the average 
length of the MIMIC-III discharge summaries is 1,947 tokens and only 11.67% of all 
documents are lengthier than 510 tokens, the data needs to be reduced so that it may be 
inserted into the transformer model. Despite the narrative style of the summaries, most of 
the documents follow a standard format: it usually starts with a chief complaint and 
proceed to a historical background portion where details regarding the patient’s previous 
and present illnesses, as well as their socioeconomic and racial origins, are offered. The 
structure of diagnostic tests and relevant results is less consistent, and there are a few 
subsections that are more case-specific. The documentation includes a ‘transitory hospital 
course’ portion in the centre that describes the patient’s time in the intensive care unit, 
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and a ‘discharge instructions’ section at the end that specifies the requirements for the 
patient’s release from the hospital. The material up to the point of the transitory hospital 
course will be eliminated, and the rest of the text will be used in order until all  
510 tokens. If the transitory hospital course was absent from 822 papers, those summaries 
were not included. 

4.3 Feature extraction 

At this stage in the work, significant features are extracted from the segmented data 
namely term frequency-inverse document frequency (tfidf) (Sun et al., 2019), which is 
widely utilised in the field of NLP. After that, the tfidf is utilised as a point of reference 
for the word2vec technique, which is used to extract the more in-depth properties. The 
frequency of a word’s appearance in a document (which is referred to as tf) and the rare 
or frequent appearance of the word in a document (which is referred to as idf) are the two 
statistics that are used in the tfidf in order to determine the significance of a word in a 
document. The total number of documents, represented by nd, and the number of 
documents containing the word w, represented by df(d, w), are used to determine the 
parameter idf, as follows (Huddar et al., 2020): 

( ) log 1
( , )
ndidf w

df d w
= +  

To compute the tfidf, the statistical distribution of tf throughout the dataset is used, which 
is made possible by the tokenisation of the training text. This allows for the computation 
of the tfidf. After that, the relevant idf was multiplied by each word in the list. A 
tokenised corpus serves as the input for the word2vec model, which enables the 
generation of word vectors using the model. In order to discover the words that are 
adjacent to the given one in order to extract the context, we made use of an architecture 
called continuous bag of words (CBOW). Its structure is very similar to that of a neural 
network, and it takes projections as its inputs. In an effort to make the time series easier 
to understand, this method does not include the traditional nonlinear hidden layer that is 
typically seen in the output. In addition to this, the context of the word acts as an input, 
and the data that is contained in the projection layer is the same for each and every word. 
The MIMIC-III text notes corpora were utilised so that our word2vec model could be 
trained (Khatir and Nait-Bahloul, 2019). 

4.4 Model training and testing 

Standard LMs have demonstrated their potential for a wide range of NLP issues, however 
there are substantial pitfalls associated with utilising them for EMR. A lack of training 
data, the use of acronyms, the possibility that a single entity could be a member of more 
than one entity type, contextual dependency, and other factors are among these 
challenges. As a consequence of this, and as was mentioned in the introduction, the most 
advanced EMR models make use of context-dependent language models that are trained 
on biomedical corpora and are implemented using transformers. In this particular 
investigation, the more advanced and speedier LM known as the bioALBERT 
transformer model was utilised. Because of the model’s capacity to adapt to the context 
in which it is embedded, it is possible to circumvent some of the challenges that are 
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inherent in traditional domain-specific language models (Mikolov et al., 2013). The 
complete end to end training procedure is shown in Figure 3. 

Figure 3 End-to-end training procedure 
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To improve the performance of BioALBERT in terms of its ability to learn, CLP sharing 
was utilised throughout the training process, which took place on a large dataset that was 
derived from biomedical corpora. The knowledge that was learnt in the first block may be 
used by the future blocks to learn the model’s parameters owing to CLP sharing. This 
reduces the requirement for every layer of the model’s parameters to be individually 
learned. In addition, contextual information is complemented by a technique called 
sentence-order-prediction (SOP), which evaluates the coherence loss of each sentence 
and works to reduce it as much as possible during training. This method provides a more 
in-depth understanding of the model as well as a more accurate depiction of it by making 
use of the training set to produce indiscriminate pairs of phrases. The model has been 
FEP-enhanced to split the massive vocabulary embedding matrix into two smaller 
matrices in order to lessen the dependence of the hidden layer dimensions on the 
vocabulary embedding. 

Because, according to the transformer model, the embedding size is directly 
proportional to the depth of the hidden layers, the reasoning for this is as follows: it 
makes it possible for us to maintain the same amount of settings for word embedding 
while simultaneously expanding the number of hidden layers. The CLP sharing 
technique, on the other hand, places constraints on the expansion of the number of 
parameters in relation to the depth of the network. It enhances the consistency and 
dependability of the training results, as well as the efficiency of the parameters, all 
without compromising the efficacy of BERT. The vocabulary embedding parameter can 
have a bigger value assigned to it without necessitating an equivalent increase in the 
number of hidden layers being used. The next passage contains further details concerning 
the initial training of BioALBERT as well as the subsequent tuning that took place. 
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4.4.1 BioALBERT’s pre-training 
The model has already been trained with the help of information taken from PMC notes 
and PubMed abstracts, which together include a total of 13.5 billion and 4.5 billion 
words, respectively. The text had to be further processed into a more structured manner in 
order to use the material from PMC and PubMed for the pre-training of the model. This 
was necessary in order to use the content. This raw text goes through a number of 
standard processing steps, including the elimination of blank lines and the formation of 
paragraphs, the deletion of sentences that are less than 20 characters long, and the 
addition of blank lines in the middle of each individual document. The data was first 
handled as a sentence text since tokenisation relies on sentence embedding’s. This was 
done so that tokenisation could work properly. The fact that each sentence in the input 
text document is represented by a line in the document is the reason why there is a blank 
line between each document. There was a 512-character limit on the length of each 
declaration. The BioALBERT model was pretrained with this revised dataset so that it 
would not need to use the predefined vocabulary of the ALBERT model. 

4.4.2 BioALBERT fine-tuning 
In this part, we will describe ways in which the contextual summary task that 
BioALBERT performs can be improved. The method involves selecting particular words 
from within a sentence so that those words can be dealt with as independent entities: 
racial composition, pathological results and HADM_ID. The proposed model was  
fine-tuned with the help of the discharge summaries that came from the gathered datasets. 
The objective is to become familiar with and make educated guesses regarding the nouns 
and keywords that are most significant in the field of biomedicine. As part of this 
assignment, you will compile a summary of the context that may be applied in clinical 
settings by using the symptom information and ICD 9 codes that have been provided. In 
contrast to pre-training, fine-tuning is straightforward and does not demand nearly as 
much cognitive capacity from the user. 

The proposed approach makes use of improvised mechanisms for sharing parameters 
and utilises actual physical memory in a very limited capacity. The process of tokenising 
sentences into smaller chunks makes it easier to create word embeddings, which can then 
be utilised to generate more accurate contextual summaries. The one-of-a-kind dataset is 
put to use in the process of developing fine-tuning tasks for each of the models that have 
already been trained. The weights of the model were determined by using the pre-trained 
model that was constructed in advance. Before carrying out the fine-tuning process, our 
training was carried out using lowercase texts, with a learning rate of 1 × 10–5, batch size 
of 32, and a total of 5,336 steps. In order to train the first version of the BioALBERT 
model, the Tensorflow TPUv3-8 processing unit was utilised. Most of the  
hyper-parameters have been left in the same states as they were in the traditional 
ALBERT model. The Adam optimiser was used at certain predefined times in time to 
evaluate the model using the evaluation checkpoint. The final prediction was arrived at 
by calculating it with the use of the holdout development dataset and the model that 
performed the best. During the course of the experiments, PyTorch-transformers that 
made use of BERT and XLNet implementations were utilised. The entirety of the training 
process, beginning with its inception and continuing all the way until its completion is 
depicted in Figure 2. Modifications were made to the models without the layers being 
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frozen. Adam (Kingma and Ba, 2014) was used as the optimiser in the early stages of the 
study, but subsequently, researchers switched to the layer wise adaptive large batch 
(LAMB) optimiser (Yang et al., 2019; Mittal and Nagpal, 2021), which resulted in a 
noticeably shorter training period. When determining which hyperparameters to use and 
how to optimise them, we took into account the overall performance of the development 
set. In most cases, the results of attempting to apply the Transformer model with a variety 
of learning rates were unsatisfactory, which advocates that the model is quite sensitive to 
the parameters it is given. The best results were achieved by training at a pace of 7 × 10–4 
or 6 × 10–6. In order to rank the codes according to their level of relative confidence, the 
binary cross entropy logits were utilised. 

5 Results and discussion 

The MIMIC-III dataset was used in an experimental study (Johnson et al., 2016) that was 
conducted. We used ICD-9 codes from the dataset that had been meticulously annotated 
in order to serve as labels. The complete MIMIC-III dataset consists of 52,724 discharge 
summaries and contains 8,922 unique classifications that were applied to those 
summaries. It includes summaries of 8,066 discharges that were used for training,  
1,573 discharges that were used for validation, and 1,729 discharges that were used for 
testing in relation to the experimental inquiry. Through this line of inquiry, we want to 
acquire the skills necessary to derive meaningful semantic information from raw data. In 
order to accomplish this, we relied solely on the free-text clinic notes included in the 
dataset, more specifically the noteevents table. In addition, the discharge summaries 
category stood out from the others since, in contrast to the others, it included genuine 
ground facts as well as free text. The total number of patients, hospital admissions, ICD-9 
codes, and ICD-9 categories are presented in Figure 4. MIMIC-III contains the entire 
dataset, in contrast to noteevents and discharge summaries, which only include the 
subgroups that are of interest. 

Figure 4 MIMIC III dataset analytics (see online version for colours) 
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For the base model of BioALBERT, a 1,024 training batch size was used; however, due 
to constraints associated with the available computational resource, the size of the 
training batch was reduced to 256. Table 1 lists the hyperparameters used in the training 
process. 
Table 1 Pre-training parameters 

Parameters Description  
or values  Parameters Description  

or values 
Baseline model ALBERT  Number of layers 12 
Optimisation technique LAMB  Hidden layers 768 
Kernel  GeLU  Size of vocabulary 30,000 
Maximum length of sentence 512  Warm-up steps 3,125 
Number of attention heads 12  Evaluation batch size 16 
Training batch size 1,024  Size of embedding 128 

When compared to other baseline models, BioALBERT’s computing requirements were 
not much higher, and fine-tuning only required lesser computation as compared to the 
process of pre-training. The performance of BioALBERT is further enhanced due to its 
lesser physical memory requirement and spontaneous parameter sharing approaches. The 
training process is faster because of sentence piece tokenisation to learn the word 
embeddings. The weights of the pre-trained BioALBERT are utilised during the fine 
tuning of the model. AdamW optimiser is used here with a learning rate of 0.00001 and a 
batch size of 32. For all jobs, we limited sentence length to 128 characters and capitalised 
all words. Finally, during the fine-tuning procedure, we employed 512 warm-up steps to 
fine-tune our pre-trained models for 10k training steps. 

Figure 5 User interface-1 with supporting context 

 

A user interface has also been designed in the proposed work which takes the respective 
ICD-9 codes as input and generates the contextual short summary of the patients 
suffering from the similar symptoms. This summary can be used by the clinicians or 
medical practitioners in the emergency cases. The treatment provided to the patients with 
similar symptoms and respective results along with the mortality status can be of great 
value to the medical fraternity. Few screenshots of the designed user interface are shown 
in Figures 5 and 6. It is shown in the screenshots of the user interface that when the ICD-
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9 codes corresponding to respective situation of the patient are entered, it generates the 
supporting context of the situation which is derived from the similar types of patients 
with same situation and their respective treatment plans from the dataset. The context 
support includes the possible allergies, symptoms, clinical histories, treatment plan and 
the mortality status of the earlier patients. This summary can be followed by the medical 
practitioners and clinicians to decide the roadmap for treatment in emergency situations. 
It can also be used for the further research to evaluate the impact of any medical 
treatment for the future as well. 

Figure 6 User interface-2 with supporting context 

 

The training performance in terms of cost function is shown in Figure 7, which presents 
the optimal tuning of the proposed model. Figure 8 shows the variation of estimation 
error and the learning characteristics is reflected from converging nature of the error. 

Figure 7 Cost function v/s time (see online version for colours) 
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Figure 8 Estimation error v/s time (see online version for colours) 
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Figure 9 Modelling accuracy v/s number of iterations (see online version for colours) 

 

Figure 9 and 10 show the modelling accuracy and error during the training and validation 
over time for the training run on the online database. 
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Figure 10 Training and validation error wrt number of iterations (see online version for colours) 

 

5.1 Discussion 

While some researchers have focused on using deep learning to automatically assign 
ICD-9 codes, others have stressed the importance of retrieving usable information from 
unstructured biomedical data. Because there are no common comparison measurements 
and attributes, it is impossible to compare existing research on such jobs. This research is 
noteworthy because it presented the context aware system to extract the insightful context 
from the biomedical data. This contextual information can be utilised by the medical 
practitioners in emergency situation to get the preliminary idea about the line of 
treatment. The tentative symptoms or tentative ICD-9 codes can be entered as input to 
this system and the proposed model will generate the suggestions on the basis of the 
treatment and outcome from past records from the dataset with similar medical situation. 
It is not necessary that the clinician or medical practitioners (with variable expertise and 
experience) should follow the exact treatment as suggested by the proposed system, but a 
suggestive insight can be of great help to them. 

6 Conclusions 

The use of transfer learning for biomedical NLP to generate the context-based EHR 
system is presented in this study. In this study, we used the BioALBERT model, which 
was trained on biomedical corpora. It has been fine-tuned to extract context from an EHR 
system for clinical applications. The suggested model relies on improvised parameter 
sharing approaches and has a smaller physical memory footprint. It uses sentence piece 
tokenisation to implement word piece embeddings for fine-tuning for contextual 
summary creation. The experimental examination of the suggested system backs up the 
theoretical analysis. The MIMIC-III database was used to fine-tune the proposed models 
and analyse the proposed work’s efficiency and efficacy. This study is notable because it 
introduced a context-aware approach for extracting useful context from EHR. Medical 
professionals may utilise this contextual knowledge in a broad range of scenarios to gain 
a rudimentary idea of the treatment course. 
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