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Abstract: Breast cancer is among the most persistent malignant growths that 
can affect women, and it is now one of the leading causes of mortality. 
Mammography is a useful screening procedure for breast tumours, although it 
is difficult to identify and classify them. Textural (or shape-based) factors 
increased false positive and false negative rates in earlier research. This study 
proposes a multidimensional feature-based breast cancer identification 
technique from mammography pictures. Enhanced grey-level co-occurrence 
matrix (EGLCM) uses machine learning to classify mammography images and 
construct an accurate feature extraction approach. Contrast limited advanced 
histogram equalisation (CLAHE) pre-processing improves image contrast. 
Then, the suggested technique extracts feature from the region of interest 
(ROI). Since texture, intensity, and shape are needed to detect abnormalities, 
the EGLCM method captures them. K-nearest neighbour classifies the features 
(KNN). The given feature extraction methodology yielded accuracy rates of 
92%, specificity rates of 90%, and sensitivity rates of 84% on the MIAS 
dataset, outperforming LBP and GLRLM methods. Python was utilised for 
evaluation. 

Keywords: breast cancer; mammography; CAD system; feature extraction; 
GLCM; enhanced grey-level co-occurrence matrix; EGLCM; K-nearest 
neighbour; KNN. 
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1 Introduction 

In a woman’s lifetime, one in eight will develop breast cancer, one of the most serious 
and deadly diseases. Breast cancer diagnosis and survival are greatly improved by early 
detection. Breast cancer screening and early diagnosis are the two main methods for early 
detection (Bulletins, 2017). Early diagnosis involves three interconnected steps 
awareness, clinical assessment, and treatment, and must be given as soon as possible 
(Arabaci and Mohamed, 2020). Screening refers to the initial examination for diagnosis 
and therapy (Tao et al., 2020). It is used to detect irregularities of a particular form of 
cancer that have not yet manifested with any other symptoms (Virk and Maini, 2020). 
Iranmakani et al. (2020) proposed mammography as one of the most reliable and 
practical methods when considering all the diagnostic procedures that are accessible for 
finding breast cancer (El-Gamal et al., 2020). Digital and film mammography are the two 
forms of mammography that are now accessible (Puthige et al., 2021). When comparing 
the two types of mammography, digital is superior to film since the radiation output is 
reduced by up to 50% while maintaining the ability to detect cancer cells (Elkabbash  
et al., 2021). 

Giess et al. (2014) proposed that a radiologist interpreting a mammography image 
incorrectly may make screening challenging. Radiographic interpretation can be 
challenging when the portrayal of normal tissue is unpredictable or complex, and the 
cancer cell manifestation is incredibly minute or vague (Adnan et al., 2021). To advance 
this process, the computer-aided detection (CAD) technique has been created to help 
radiologists efficiently identify masses on mammograms that could be signs of breast 
cancer (Ashraf et al., 2021). 

Computer-aided diagnosis (CAD), which has advanced quickly, is now being 
deployed gradually in the clinical setting to help physicians identify diseases (Al Najdawi 
et al., 2019). Nevertheless, there are numerous false positive aspects that the computer 
has identified, which will consume more time for the clinicians to re-evaluate the data, 
lowering the quality and robustness (Sharma and Kumar, 2020). Therefore, machine 
learning (ML) has effectively been implemented in diagnosing breast cancer to enhance 
the overall efficiency of the detection approach (Singla and Kumari, 2021). It not only 
aids in cancer diagnosis but also aids in determining the stage of the disease, making it 
easier for doctors to prescribe the right medications to their patients (Kumari and Bhatia, 
2021). The detection of cancer benefits greatly from ML approaches. Cancer can be 
classified as benign or malignant based on the abnormalities (Gigras et al., 2021). 
Identifying them is made simple by a standard approach through feature extraction, 
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which identifies the essential geometric data in an image (El-Hasnony et al., 2021). This 
paper proposes a system that combines computer-extracted information from 
mammographic pictures with a classification tool (Sharma et al., 2020). 

Berbar (2018) proposed numerous feature extraction techniques based on shape, 
texture, and grey level features that have been put forth recently for classifying masses in 
mammography images. When determining whether a mammography image is benign or 
malignant, grey level characteristics, first-order statistics like mean, standard deviation, 
and variance, are utilised to quantify the intensity variation. 

Rabidas et al. (2018) proposed that to discriminate between mass and normal breast 
tissue, feature extraction utilising shape characteristics is based on the collection of 
spatial patterns of pixels, such as area, perimeter, compactness, and circularity. Since it 
represents the spatial variability of pixel intensities in an image, the texture is crucial for 
categorising masses in mammography pictures. Additionally, it establishes the 
smoothness or roughness of visual characteristics. Structured, statistical, and transform 
methods extract texture features from the image. 

Nagarajan et al. (2019) proposed the following key problems with the current feature 
extraction methods: 

1 The grey level feature-based techniques had poor accuracy in classifying masses. 

2 The mass cannot be classified as benign or malignant based solely on its shape. It 
serves only to separate the mass region from healthy breast tissue. 

3 Due to the use of basic functions or filtering schemes, most texture feature extraction 
approaches are non-adaptive and rely on transform methods. 

The proposed method incorporates a strategy that uses texture, intensity, and shape-based 
feature extraction methodologies to overcome the abovementioned issues (Rajpurohit  
et al., 2020). 

This paper presents a robust and discriminatory feature extraction methodology that 
combines computer-extracted information from mammographic pictures with a 
classification tool for false positive reduction (normal and abnormal classification) and to 
optimise the performance of CAD systems in terms of accuracy, sensitivity, and 
specificity. The main contribution is that CLAHE is used to pre-process the 
mammography images, and the ROI is obtained. A novel feature extraction method 
known as EGLCM that extracts features combining GLCM (texture), entropy (intensity), 
and Fourier descriptor (shape-based) is proposed (Bibi et al., 2022). The KNN classifier 
receives these features as input. The suggested feature extraction methodology EGLCM 
is compared to previous approaches like LBP and GLRLM. Confusion matrix parameters 
are used to assess these approaches’ performance (Iranmakani et al., 2020). 

The entire paper is divided into the following sections. Section 1 deals with the 
introduction of the work, Section 2 deals with the detailed related works done so far by 
the earlier researchers, Section 3 deals with the proposed methodology, Section 4 deals 
with Results and Discussions of the proposed work, and last, and Section 5 deals with a 
conclusion. 
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2 Related works 

Wisudawati et al. (2021) propose optimising the given method’s performance metrics by 
using GLCM texture characteristics from 3 tiers of mammography image decomposition. 
Using DWT, the mammography images are turned into wavelet coefficients, which 
GLCM then employs to acquire the texture characteristics needed to generate the test 
dataset. The classification procedure examines the performance features using the test 
database. Tier after tier, the performance characteristics are maximised. It is concluded 
that the findings will improve the levels of deconstruction of the mammography images. 
The earlier work is then contrasted with the proposed approach, which is determined to 
be superior. 

Xu and Li (2020) created to examine breast cancer features to increase breast tumour 
identification’s effectiveness and lower the charge of breast tumour identification. 
Additionally, it attempted to develop a 2D and 3D detection model for breast 
malignancies using a classic ultra-wideband microwave technique. 

Teramoto et al. (2019) additionally, the study applied a three-dimensional textural 
feature extraction approach to analyse the image and used dimensional translation to 
refine the two-dimensional textural feature extraction approach. Finally, this study’s 
feature model is validated by comparison tests in this work, which also gathers distinct 
images of 2D and 3D detection performances. 

Using several techniques for textural analysis to extract a feature from the 
mammography picture, the classification results were compared in this study by 
Novitasari et al. (2019). Certain textural analysis techniques, such as the first-order 
technique consisting of the GLCM, GLDM, and GLRLM, have successfully extracted 
features depending on their properties. The ECOC SVM classification uses the statistical 
characteristics of these techniques as input and builds the classification using three kernel 
comparisons: linear, RBF, and polynomial. The findings demonstrate that the best kernels 
containing statistical features created by GLRLM and greater accuracy values are 
polynomial kernels. 

In this analysis, Militello et al. (2022) attempt to assess the potential effects that 
various segmentation techniques and quantisation grades would have on the stability of 
radiomic characteristics. Specifically, the intra-class correlation coefficient (ICC) and 
mean variances between segmentation evaluators were used to assess the stability of 
texture characteristics generated using PyRadiomics and related to five feature extraction 
methodologies. Each feature category’s overall index was quantified to the durability of 
each feature. The investigation revealed that a crucial factor in defining sturdy features is 
the level of quantisation. Furthermore, while automated segmentation produced reduced 
ICC values, both manual segmentation approaches showed strong stability and 
consistency. 

Htay et al. (2020) presented a strategy for categorising breast cancer in this work 
utilising image processing methods to aid physicians in improving the mammography 
screening procedure and extending the lives of people with cancer. There are five stages 
in this method. First, pre-processing is done to an image to eliminate noise and artefacts, 
crop the image to make it smaller, and enhance the image to make the portrayal of the 
image stand out. Median filters are employed to eliminate background aberrations, noise, 
high-frequency elements, and undesirable aspects of mammography images. Second, the 
breast region is separated from the background image using Otsu segmentation. A third 
stage involves applying augmentation to segmented output images to create effective 
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features that increase classification accuracy. The improved image retrieves first-order 
statistical and second-order textured GLCM features. A support vector machine classifier 
distinguishes between aberrant and normal images. 

Tian and Zhang (2022) suggest a hybrid approach that integrates principal component 
analysis (PCA) with boosted C5.0 decision tree approach with a penalty factor to address 
the dual class mismatch issue in breast cancer detection. The dimension of the feature 
subset is decreased using PCA. The ensemble classifier used for classification is the 
boosted C5.0 decision tree method. The categorisation result is optimised using the 
penalty factor. Implementing the suggested strategy on biased representational breast 
cancer databases from the UCI repository allows us to see its effectiveness. According to 
the experimental findings and subsequent study, a concept is a potential approach for 
treating breast cancer and can be utilised as a substitute approach in class imbalance 
learning. 

According to the suggested study by Singla and Kumari (2021), the fuzzy-NN 
algorithm outperforms other classification methods for the bior3.7 wavelet group when 
there is no feature selection. Following feature selection, the MLP algorithm’s wavelet 
defines the breast cancer tumours’ for the db8 wavelet group with the highest degree of 
accuracy. fuzzy-NN techniques have the maximum accuracy when comparing methods 
for the bior3.7 wavelet group with and without feature selection. It shows that the wavelet 
groups vary based on whether features are selected. A db8 wavelet group is a superior 
option when features are selected, and the bior3.7 wavelet family is when features are not 
selected. 

3 Proposed methodology 

The proposed methodology is based on various stages that detect or categorise tumours as 
either normal (tumour-free) or abnormal (presence of tumour). Image acquisition, which 
involves acquiring a mammography image using MIAS, is the first step in diagnosing 
breast tumours’. To improve the quality of feature extraction, pre-processing is done 
using the CLAHE approach, which improves the contrast in images. The mammography 
image’s remaining portions are removed during this stage, and the region of interest 
(ROI) is extracted. The mammography image’s characteristics are then obtained through 
feature extraction. The proposed enhanced GLCM (EGLCM) approach extracts the 
features. The tumour’s texture, intensity, and shape-based features are extracted from 
mammography images using this unique feature extraction technique known as EGLCM. 
Its effectiveness is determined by contrasting the suggested methodology’s findings with 
other feature extraction methods using a confusion matrix. The last step is to classify the 
image to ascertain if normal or abnormal patterns exist. Figure 1 represents the proposed 
flow diagram representing each step. 

3.1 Image acquisition 

The mammography method adopted for breast cancer diagnostics produces mammogram 
images. The mini-MIAS database, where MIAS refers to the Mammographic Image 
Analysis Society, gathers mammogram pictures. This was given its name in honour of a 
UK research team whose primary goal was to identify breast cancer through digital 
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mammography images in their studies. It has 322 photos, including breast images from 
161 benign, normal, and malignant people. The mammography picture is a PNG file with 
a resolution of 1,024 × 1,024 pixels (Suckling et al., 2015). While 210 of the 
mammography photos are either benign or cancerous, 112 of the images show normal 
breasts. In proportions of 60%, 20%, and 20%, respectively, the datasets were divided 
randomly as training, testing, and validation sets. 

Figure 1 The proposed flow diagram representing each step 

 

3.2 Pre-processing 

Pre-processing is a crucial aspect of medical image analysis since it improves the quality 
of the image for feature extraction techniques. The noise exposure and artefacts in 
mammograms make them poor contrast images. Pre-processing is required to enhance 
images, protect picture edges, and optimise image quality. Different kinds of procedures 
are used in pre-processing. Here, a contrast enhancement is employed during  
pre-processing to improve the contrast in the photos. Following this, the ROI is derived 
from the mammography images by cropping the digital mammogram images to remove 
the unwanted portions of the image. 

3.3 Image enhancement 

Image enhancement procedures generally draw attention to specific elements in a 
mammography image. Image enhancement, in this sense, refers to the processing of the 
pictures to boost contrast and reduce noise to help radiologists find anomalies. The 
adaptive contrast enhancement method (AHE), one of many image enhancement 
approaches, can enhance local contrast and bring out additional details within the image. 
In this study, the contrast of images is enhanced by user-defined clip levels using the 
contrast-limited adaptive histogram equalisation method (CLAHE), a form of AHE 
(Jayandhi et al., 2022). Utilising CLAHE reduces the over-amplification in AHE. This 
technique, developed for medical imaging, lessens the noise and edge-shadowing 
produced in predictable regions. It is applied to eliminate artefacts from mammograms, 
such as wedges, labels, and markers, and it increases the visibility of concerning or 
hidden regions. The image in CLAHE is divided into discrete pieces called tiles. This 
method improves the contrast between each tile. Algorithm 1 describes the CLAHE 
processes. 
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Algorithm 1 CLAHE method 

Input: Input image B 
Output: Contrast-enhanced image 
Start 
1 Divide the original image B into contextual regions of size 8 x 8. 
2 Obtain a local histogram for each pixel. 
3 Limit this histogram based on the clip level to alter the image’s contrast. 

Clip Limit is calculated as 

X Y
avg

grey

Nr NrN
N

×=  (1) 

where Navg is average pixel count 
Ngray is the grey level numbers in the contextual region 
NrX and NrY are numbers of pixels in the X-axis and Y-axis. 

CL clip greyN N N= ×  (2) 

Here, NCL is the original clip limit and Nclip is the normalised clip limit. 
4 Redistribute the histogram using binary search. 

grey

remain

NRedistribution
N

=  (3) 

5 Obtain the enhanced pixel value by histogram integration. 

( )
i

j
i

j 0

nh r
n=

=  (4) 

n is the mammogram pixel count 
nj is the pixel number given as input of greyscale value j. 

End 

Figure 2 First is the original abnormal mass, and second is the Enhanced image using the 
CLAHE method 
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The enhanced image is presented in Figure 2 after the algorithm above was applied to 
images in the MIAS dataset. 

3.4 Region of interest 

After enhancing the image, the ROI is automatically and adaptively extracted. The 
suggested method carries out the automatic cropping procedure and dynamically adapts 
to the mammography properties. Algorithm 2 illustrates the proposed technique to extract 
ROI for the left/right orientation image. 
Algorithm 2 Automatic Image Cropping 

Input: The result after contrast enhancement (Bp,q) 
Output: Region of interest 
Start 
1 Check the input image (Bp,q) 
2 Specify the start point (x0, y0) and endpoint (x1, y1) where x0 = 0, y0 = 0 and x1 = 0, y1 = 0. 
3 Obtain the new locations x0 and y0 at every place in the input image in which the intensity 

was found by reading every point from the right direction (horizontal): 
x0 = p and y0 = q if B(p,q) > 0 and x0 = 0. 

4 Get the new location x1 and y1 at the place in which the intensity is obtained by reading 
every point in the source images from the bottom location (vertical). 
x1 = p and y1 = q if B(p,q) > 0 and x1 = 0. 

5 Identify the ROI zone and the mammae area: the x and y positions are twice as length and 
width (Bcrop) 

End 

The first step in Algorithm 2 is to define the start and finish points before analysing the 
input image, which is a left-oriented mammography image. The right horizontal position 
of the image serves as the starting point for the search for the emergence of the intensity 
value, giving rise to new locations x0 and y0. Then, find a new location x1 and y1 by 
looking for the intensity value at the image’s bottom location vertically. Cropping a 
mammae area involves multiplying the x and y positions’ length and width by two. 
Algorithm 2 follows the same procedure for the right orientation but reads the image 
point commencing from the left location of the image. 

Figure 3 ROI extraction algorithm representation (see online version for colours) 
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When cropping, the mammography image’s unnecessary areas are eliminated and the 
suspected areas are extracted (ROI) using Algorithm 2. Figure 3 represents Algorithm 2, 
where A is a mammography image (enhancement outcomes) with a left-facing 
orientation, and B illustrates how to discover the presence of intensity spots from the 
right and bottom. Area mammae can be obtained by multiplying the distance between the 
 and  points by two, as shown in C, and its extracted area is described in D. 

3.5 Feature extraction 

As numerous features are extracted, such as spectral, textural, and contextual attributes, 
feature extraction is extracting attributes from images for subjective interpretation. The 
accuracy of the feature vector calculation determines how effectively a classifier 
performs. There are numerous methods for extracting features. Here, the proposed 
enhanced GLCM approach extracts the features from the pre-processed images. The 
various feature extraction techniques are described in more detail below. 

3.5.1 Enhanced grey-level co-occurrence matrix 
The EGLCM technique is applied in the proposed methodology to extract the 
characteristics, which use texture, intensity, and shape-based elements since these aspects 
are essential for identifying tumours’ or lesions in mammograms. While shape features 
represent the lesion borders, texture features in a picture are the spatial dispersion of grey 
levels. Grey level co-occurrence matrix (GLCM) is used to collect texture data, entropy is 
utilised to collect intensity-based characteristics, and Fourier descriptor is employed to 
collect shape-based features. EGLCM is the term given to this feature combination 
(Kumari and Jagadesh, 2022). 
Algorithm 3 Enhanced GLCM (Bm, Ds, θ) 

Input: Bm : ROI image, D: distance, angles = [0°, 45°, 90°, 135°] 
Output: Feature vector 
Start 
1 The input is the contrast-enhanced images. 
2 Using the parameters D = 1 and θ = 0°, 45°, 90°, 135°, construct the co-occurrence matrix. 
3 Create a symmetric GLCM. 
4 Make the GLCM normalised. 
5 Use D = 1 to compute the GLCM features from four various angles. 
6 Calculate entropy using GLCM. 
7 Determine the Fourier coefficacy. 
8 Determine the average Fourier coefficients. 
9 To obtain the finalised feature vector, integrate the GLCM features, entropy, and statistical 

Fourier coefficients. 
10 Provide the feature vector. 
End 
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3.5.1.1 GLCM 
Statistical second-order texture features can be extracted using this technique. This 
method yields the distribution of pixel pairs with different grey levels in the image. It 
creates a co-occurrence matrix to model the associations between pixels in the area (CM). 
The comparative frequencies of the adjacent pixels that are spaced apart by the value ‘D’ 
are represented by this matrix. The elements in the matrix represent the pixel intensities’ 
frequency variability. The calculation of the conditional probability functions for 
different directions θ and varied distances, D, is the basis of the GLCM. When the 
distance between two pixels is minimal and the texture is rough, the grey values of the 
two pixels at that distance D should be identical. On the other hand, for a smooth texture, 
the set of pixels at distance D should frequently be very different, ensuring that the values 
in the GLCM are distributed fairly equally. The degree of spreading of the values around 
the main diagonal in the GLCM must also change with the direction of the texture 
rougher in one direction than the other. At a distance of 1 and in the direction of 0°, it 
depicts the creation of the GLCM of a grey-level (four levels) image (Figure 4). 

Figure 4 GLCM directions 

 

Below are the main GLCM technique steps. 

Step 1 Quantise the image information. 

Step 2 Construct the GLCM. 

Step 3 The GLCM should be symmetric. 

Step 4 Transpose the GLCM and make a copy of it. 

Step 5 Include this copy in the GLCM. 

Step 6 Make the GLCM normalised. 

The computed features from CM are as follows: 
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3.5.1.2 Energy 
The square of each matrix element depicts the roughness of the texture and the uniformity 
of the greyscale distribution of the images. Small energy profiles were produced when all 
the co-occurrence matrix values were the same; however, substantial energy could be 
anticipated when the co-occurrence matrix values differed. 

The textural regularity is computed through the energy feature. 
n 2

k,lk,l
Energy p=  (5) 

where pkl – elements of x, y. 

3.5.1.3 Homogeneity 
The homogeneity feature computes an image’s variability. The homogeneity of the image 
is measured, with bigger values being assumed for smaller variances in the grey tone 
between pair elements. The GLCM’s homogeneity is more susceptible to the existence of 
near diagonal pieces. When all of the components of the image match, homogeneity is at 
its highest level. Because of the significant but negative correlation between contrast and 
homogeneity in the GLCM, homogeneity falls as contrast rises while energy remains 
constant. 

The homogeneity feature computes an image’s variability. 
n

kl
2

k,l 1

PHomogeneity
1 (k l)=

=
+ −  (6) 

The dissimilarity feature determines the distance between each pair of pixels. 

3.5.1.4 Dissimilarity 
An image’s local variances can be quantified linearly by dissimilarity. The dissimilarity 
feature determines the distance between each pair of pixels. 

k l
Dissimilarity k l p(k, l)= −   (7) 

The contrast feature determines the spatial frequency of an image. 

3.5.1.5 Contrast 

The contrast feature determines the spatial frequency of an image. The disparity between 
the highest and lowest values of the pixels next to each other is what this term refers to. 
The contrasting texture measures the local variations that are present in the image. Low 
spatial frequencies are present in an image with low contrast, and the GLCM 
concentration term is centred on the main diagonal. 

n 2
klk,l 1

Contrast p (k l)
=

= −  (8) 
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3.5.1.6 Entropy 
It gives information about the contents of the image. It gives the image uncertainty, 
randomness, or intensity levels to characterise the input image. This is calculated and 
added to the GLCM feature vector as another feature. 

( )n 1
kl klk,l 0

Entropy ln p p
−

=
= −  (9) 

3.5.1.7 Fourier descriptors 
The tumour’s shape makes it simple to determine if it is normal or malignant. The lesion 
boundaries are described by shape attributes (rounded, spiculate or stellate). Fourier 
descriptors (FDs) are utilised to identify the morphology of the tumor in mammograms 
and are very helpful for pattern identification. Thus, shape-based characteristics are 
described using the Fourier descriptor (Sathish et al., 2016).FDs are obtained from 
Fourier transforms, in which the smaller frequency scores and the fine details by the 
larger frequency scores represent the overall shape. The contour of a boundary is carried 
by a small number of FDs encapsulating its essence. Thus, these are employed to 
distinguish between various boundary shapes. A complex number can be used to 
represent a digital boundary. A complex number is represented by the boundary at any 
location starting at the coordinate pair denotation. Because it transforms a 2d issue into a 
1-d issue, this complex integer offers a significant benefit. There is only FD in this 
complex co-efficient. The definition of a discrete Fourier is, 

j2πniN 1
Nn i 0

1F C(i) e
N

−−

=
= ×  (10) 

where Fn represents nth FD, C(i) denotes 1D contour signal, and N gives the total count 
of contour. 

3.5.2 Local binary pattern 
An operator called local binary pattern (LBP) is used to explain the local texture 
components of an image (Wan et al., 2017). Rotation and grey level invariance are just 
two of its many benefits. The central pixel in a 3×3 window serves as the threshold value 
for the primary LBP operator, which compares the grey levels of eight nearby pixels with 
it. The location of the pixel is labelled as 1 if the value of the nearby pixel is larger than 
or equal to the valuation of the central pixel; otherwise, it is labelled as 0. For example, 
consider pixel (xc, yc) on the image. 

( ) ( )U 1 u
U,V c c u cu 0

1, x 0
LBP x , y s g g 2 , s(x)

0, x 0
−

=

≥
= − =  <
  (11) 

where gc is the central pixel’s grey value; gu is the grey value of the pixel next to the 
central pixel; U is the number of sample points in the central pixel’s neighbourhood; V is 
indeed the radius of the neighbourhood. The LBP value of the central pixel of the  
3×3 window is generated in this manner, and this value is utilised to represent the texture 
data of the area. Doing so, eight points in the surrounding can be compared to produce a 
maximum of 256 8-bit binary integers. 
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3.5.3 Grey-level run-length matrix 
In mammography images, high-order statistical features can be extracted using GLRLM 
(Humeau-Heurtier, 2019). It is a collection of continuous greyscale pixels. The amount of 
adjacent grey levels in a certain direction makes up the run length. It is determined by 
counting the instances of the same run in the image, such as two successive pixels with 
the same value. The identical procedure follows the next set of integers for the following 
three pixels. It should be noted that multiple run-length matrices, one for each selected 
direction, may be generated for a single image. 

g maxR(x, y) (g(x, y)|x), 0 x N , 0 y R= ≤ ≤ ≤ ≤  (12) 

where Rmax is the longest length possible, and Ng is the highest possible grey-level. The 
GLRLM can be used to extract six textural features. These features employ the pixel’s 
grey level one at a time and are designed to distinguish between textures that have equal 
value but differ in their grey level distribution. 

3.5.4 Classification 
K-nearest neighbour (KNN) is a widely used classifier because it is easy to use, intuitive, 
and very effective, especially with noisy data. It is nonetheless capable of reaching 
significant accuracy rates in medical applications despite its simplicity. According to the 
class of every data point among its k-nearest neighbours in the training set, K-NN 
classifies all the data points in the test set. The distance between every data point within 
the test set that must be categorised and subsequent data points in the training set is 
measured to achieve this. The distance shows how similar the test set and training set 
cases are. The Euclidean distance is employed in this method, and the value of k is two. 

4 Results and discussion 

The proposed feature extraction approach is assessed on mammography images from the 
MIAS database. A computer equipped with an Intel Core i7-7700k (4.2 GHz) processor, 
32 GB of DDR4 RAM, and an NVIDIA GTX 1050Ti graphics card is used to execute 
feature extraction algorithms and classifiers. With OpenCV and other required libraries, 
the breast tumour classification and detection model is trained and tested using  
Python 3.6. 

Several performance metrics confirm the methodology’s efficacy, including 
sensitivity, specificity, and accuracy dependent on the confusion matrix. The confusion 
matrix’s components are as follows: 

• true positive rate (TPR) indicates properly diagnosed unhealthy individuals 

• FPR stands for false positive rate indicates that healthy individuals are misdiagnosed 

• true negative rate (TNR) indicates that healthy individuals have been properly 
diagnosed 

• false negative rate (FNR) is the percentage of unhealthy individuals who have 
received an inaccurate diagnosis. 
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TPR TNRAccuracy
TPR FPR TNR FNR

+=
+ + +

 (13) 

TNRSpecificity
FPR TNR

=
=

 (14) 

TPRSensitivity
TPR FNR

=
=

 (15) 

4.1 Accuracy analysis 

Table 1 represents the accuracy obtained by EGLCM, LBP and GLRLM after classifying 
by the KNN algorithm. 
Table 1 Accuracy by EGLCM, LBP and GLRLM with KNN 

No of images LBP+KNN  
accuracy % 

GLRLM+KNN 
accuracy % 

EGLCM+KNN 
accuracy % 

1 86.45 88.72 89.21 
2 86.90 88.92 90.15 
3 87.96 89.11 90.65 
4 88.05 89.55 91.50 
5 88.57 89.93 91.88 

Figure 5 Accuracy by EGLCM, LBP and GLRLM with KNN graph (see online version  
for colours) 

 

Table 1 and Figure 5 represent the accuracy obtained by EGLCM, LBP and GLRLM 
with KNN classification. The results proved that EGLCM+KNN produces accuracy 
ranging from 89% to 92%, which is higher than LBP+KNN ranging from 86% to 88% 
and GLRLM+KNN ranging from 88 % to 90 %, respectively (Sharma et al., 2022). 
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4.2 Specificity analysis 

Table 2 represents the specificity obtained by EGLCM, LBP and GLRLM after 
classifying by the KNN algorithm (Sharma et al., 2022). 
Table 2 Specificity by EGLCM, LBP and GLRLM with KNN 

No. of images LBP+KNN  
specificity % 

GLRLM+KNN 
specificity % 

EGLCM+KNN 
specificity % 

10 84.91 86.91 88.65 
20 85.32 87.17 89.56 
30 85.64 87.42 89.99 
40 86.12 88.10 90.25 
50 86.54 88.54 90.88 

Figure 6 Specificity by EGLCM, LBP and GLRLM with KNN graph (see online version  
for colours) 

 

Table 2 and Figure 6 represent specificity obtained by EGLCM, LBP and GLRLM with 
KNN classification. The results proved that EGLCM+KNN produces specificity ranging 
from 88% to 91%, which is higher than LBP+KNN, ranging from 86% to 89% and 
GLRLM+KNN ranging from 88 % to 90 %, respectively (Sharma et al., 2022). 

4.3 Sensitivity analysis 

Table 3 represents the sensitivity obtained by EGLCM, LBP and GLRLM after 
classifying by the KNN algorithm (Sharma et al., 2022). 

Table 3 and Figure 7 represent sensitivity obtained by EGLCM, LBP and GLRLM 
with KNN classification. The results proved that EGLCM+KNN produces sensitivity 
ranging from 82% to 84%, which is higher than LBP+KNN ranging from 79% to 81% 
and GLRLM+KNN ranging from 81% to 83%, respectively. The texture, intensity-based 
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characteristics, and shape-based features are combined in the framework since it’s crucial 
to know the intensity and shape of the tumour as well as the texture while looking for 
abnormalities in mammograms. It has been found that employing CLAHE as a  
pre-processing method, EGLCM as a feature extraction method, and KNN classifier 
increases the accuracy of mammography image classification. This research has 
demonstrated a positive correlation between pre-processing and improved classifier 
accuracy using a robust feature extraction technique. 
Table 3 Sensitivity by EGLCM, LBP and GLRLM with KNN 

No of images LBP+KNN  
sensitivity % 

GLRLM+KNN 
sensitivity % 

EGLCM+KNN 
sensitivity % 

10 79.15 81.07 82.57 
20 79.58 81.36 82.95 
30 80.08 81.97 83.10 
40 80.37 82.12 83.65 
50 80.55 82.50 83.95 

Figure 7 Sensitivity by EGLCM, LBP and GLRLM with KNN graph (see online version  
for colours) 

 

5 Conclusions 

In this work, we introduced a developed feature extraction approach called enhanced 
GLCM. GLCM, entropy, and Fourier descriptors are combined to extract various 
features. This method uses an automatic image cropping methodology to obtain ROI after 
applying the pre-processing technique CLAHE to enhance contrast in mammograms. It 
then combines texture, intensity, and shape-based features in the proposed feature 
extraction technique EGLCM. The KNN classifiers are used to classify these features. 
The MIAS dataset is used for the tests, and the outcomes are contrasted with those of 
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other feature extraction techniques like LBP and GLRLM. In terms of accuracy, 
specificity, and sensitivity, the effectiveness of the proposed method shows that it 
improved performance concerning confusion matrix characteristics. A minimal feature 
collection is sufficient to enable class discrimination; hence, feature selection isn’t 
required for this method. Even when using recent graphics processing units, training a 
deep learning network can take longer. In contrast, this work takes less time and can be 
implemented in any central processing unit that is accessible. Future research will suggest 
faster and more effective ways to identify breast cancer. The goal is to achieve more 
accurate multi-class breast cancer recognition. 
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