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Abstract: DevOps is an advancement of agile processes which is mainly used 
to improve the coordination between development and operation teams. 
Continuous practices survive within the core of the DevOps which ensures 
efficient pipelines and high-quality delivery of software. Using such practices 
in a synchronous, business dynamics compliance and ever-changing needs of 
clients can meet high performance and reliable final products. This research 
work is an attempt to propose a simplified solution, guideline and tools support 
for developing and maintaining quality of continuous practices that are used in 
the DevOps project. The system automates the correlation among various 
telemetry data to contribute towards enriching log analysis and reduces manual 
efforts. The proposed system undergoes in-depth analysis of logs, promotes 
quality assessments and feedback to developers, which in result, helps in 
deeper problem diagnosis of the telemetry data. In this work, an empirical study 
is carried out to gain conceptual clarity on integrated pipeline architecture and 
to address how automation in continuous monitoring accelerates and extends 
the feedback loop in the system. 
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life cycle; SDLC. 
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1 Introduction 

DevOps is a set of software engineering practices that brought a revolution of cultural 
and organisational changes (Katal et al., 2019; Yarlagadda, 2021). In other words, 
DevOps combines software development (Dev) and information technology operations 
(Ops) which aims to shorten the systems development life cycle. The DevOps is 
responsible to provide continuous delivery and that too with higher software quality. It is 
considered as complementary with agile software development. Also, several of the 
DevOps aspects have come from the agile methodology. DevOps has broadened the 
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scope of research as well as the technology market. It has gained popularity in no time 
because of its objective to utilise knowledge and resources in the best way by eliminating 
non-value-added processes in the software delivery pipeline and emphasising more on 
learning at every level. 

Developers are expected to be aware of uncertainties in the entire DevOps life cycle. 
A widely adopted resolution to minimise uncertainties is the ‘continuous monitoring’. 
Rapid feedback on real-time data helps in monitoring such situations. Repetitive 
measuring and monitoring systems ensure that developers’ contributions are oriented 
towards adding value to the software quality. Moreover, in-depth knowledge of the 
software delivery pipeline can help to identify and handle the root cause of uncertainties. 
Continuous monitoring techniques like sensitivity analysis of different parameters of a 
system, rigorous statistical evaluation and visualisation of results, etc. can help in 
reducing uncertainties further. Even if uncertainties cannot be handled, qualitative and 
quantitative analysis predicts the probability of failures. 

The aim of the DevOps practices is to mark delivery teams as accountable for the 
production issues and fixes, whether legacy or novel. In the traditional systems, delivery 
would only be answerable for the alterations put in by them, within the duration of 
warranty. In this work, an attempt is made to propose a DevOps-based simplified 
solution, with suggested guidelines and tools support for developing and maintaining the 
quality of continuous practices that are used in the telemetry data. The proposed system 
automates towards enriching the log analysis and reduces manual efforts. It undergoes an 
in-depth analysis of the logs, promotes the quality assessments, as well as feedbacks to 
the developers, which in turn helps in the deeper problem diagnosis of the telemetry data. 

Stahl et al. (2017) and Rafi et al. (2021) define it as “A superset of continuous 
practices involving values, principles and procedures” whereas, others stated as “An 
emerging culture or phenomenon that integrates development, operation and quality” 
(Kamuto and Langerman, 2017; Pietrantuono et al., 2019). This research project aims to 
present a simple solution, guideline, and tools for developing and maintaining the quality 
of continuous practises used in DevOps projects. The system automates the linkage of 
various telemetry data, which enriches log analysis while reducing manual work. 

 Collecting telemetry and metrics data for data analytics and resource management. 

 Automation and effective monitoring of the services to map down correlation 
between telemetry data to analysed data. 

 Enriching log analysis context for thorough uncertainty diagnosis by identifying and 
controlling the sensitive areas. 

 Automate the process of continuous monitoring to save time and effort of the users 
and help them to stay ahead of potential issues with predicted reports and charts. 

The paper revolves around build flow of CI/CD pipelines in Jenkins, functional modules, 
building triggers, log parsing, structuring and cleaning data, and creating visuals for 
report, and at the end, summarising and analysing the performance. 

The paper is structured as follows: Section 2 explains the literature review for 
evolution of SDLC and emergence of DevOps. Section 3 illustrates the DevOps-based 
case study of the Intel project. Section 4 details about the execution results. And, finally, 
Section 6 concludes the paper. 



   

 

   

   
 

   

   

 

   

   56 R.K. Gupta et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

2 Literature review 

The literature review is subdivided into two subsections. Subsection 2.1 discusses the 
evolution of SDLC and Subsection 2.2 discusses the emergence of DevOps. 

2.1 Evolution of SDLC 

The acronym SDLC stands for ‘software development life cycle’ it is a procedural 
approach to convert stakeholders’ expectations and requirements into realistic software 
products. Aligned with companies’ strategies and priorities it becomes the home ground 
for any software production (Frijns et al., 2018; Hemon et al., 2019). Traditional models 
like waterfall model, interactive model, spiral model, v-model, big bang model, etc. 
followed a linear progression of requirement gathering, analysing, feasibility study, 
designing, developing, implementing, verifying, testing, validating, maintaining and 
ultimately delivering the software. 

The waterfall model has been adopted as a base since 1960 for every other model. 
The factors that contribute to its longevity are included as: simplicity, predictability of 
deliverables at every stage and segregated roles and responsibilities. It continued to 
predominate SDLC methodology until the introduction of agile in the early 2000 
(Kersten, 2018). Agile is the outcome of incompetence of the conventional 
methodologies of software development. The basic principle agile is the customer’s 
satisfaction with project’s cost control, better team collaboration and minimalistic waste 
of knowledge and resources (Pingrong et al., 2021). 

Dörnenburg (2018) has approached by bringing together silo teams and replacing 
them by a cross functional team based on their specialisations. It would be relatively 
difficult to be adopted in large enterprises and even worse in case of different vendors 
and scattered geographical setup locations. With the increasing levels of confusion and 
frustration, whether to emphasise on timely delivery and on budget delivery or software 
stability and cost of operations at the sake of expenses and maintainability, awake 
practitioners are uncomfortable and resistant to adoption of agile. 

Instead of just focusing on product, agile needs to be tailored with new techniques 
and redrawn team boundaries and responsibilities (Gokarna and Singh, 2021). DevOps 
emerged in the late 2000s which clears the path of production with convenience and 
reduces life cycle time. This breakthrough in SDLC transforms agile islands and brings a 
dynamic era of digitalisation and automation (Pietrantuono et al., 2019). DevOps 
technology framework helps in building effective software delivery pipelines by fusing 
independent design, development and deployment practices (Koilada, 2019). It is 
collaboration with new tools and technology has paved new paths of evolution of 
different software segments. To exemplify, DevOps consists of values, principles, 
methods, practices and tools. Fedushko et al. (2020) investigate the impact of COVID-19 
on network traffic resulting from e-commerce, online education, and other types of 
activities. This work introduced a site reliability engineering (SRE) approach to assure 
the reliability and availability of e-portal system. The primary goal of this research is to 
improve content quality while also identifying anomalous system behaviour and poor 
infrastructural conditions. 

Figure 1 shows how the waterfall model and agile model give birth to DevOps 
methodology. The main phases of DevOps are – collaboration, plan, build, continuous 
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integration and continuous development (CI/CD), deployment, operation, continuous 
monitoring and reporting feedbacks. 

Figure 1 Evolution of SDLC methodology (see online version for colours) 

 

 

The recent Forrester research revealed that till now, about 50% of associations have 
successfully executed DevOps at an ‘escape velocity’ (Hemon et al., 2019). 

2.2 Emergence of DevOps 

DevOps methodology abridges the functional and operational gap among silos teams and 
handovers a versatile specialist team with amalgamated development and operational 
responsibilities (Yarlagadda, 2021). According to the reports of 2015, 2016 and 2017 by 
the Puppet Labs, an important aspect of DevOps is to improve the workflow within an 
organisation and efficiently share information based on the concept of work being pulled 
rather than being pushed (Katal et al., 2019). 

Although many researchers and academicians have tried to formulate a 
comprehensive definition for DevOps but have failed to propose one, due to its 
multifaceted vastness and ambiguity. Some researchers (Stahl et al., 2017; Chen, 2019; 
Geissdoerfer and Wolisz, 2019; Veres et al., 2019; Rafi et al., 2021) define it as “A 
superset of continuous practices involving values, principles and procedures” whereas, 
others stated as “An emerging culture or phenomenon that integrates development, 
operation and quality” (Kamuto and Langerman, 2017; Pietrantuono et al., 2019). In 
another work, researchers (Trubiani et al., 2018) have called it a novel trend among 
practitioners while few focused on its technical stance like automation and toolchain 
which opened huge entrepreneurial opportunities in the IT market (Koilada, 2019). 

Though DevOps became a buzzword, but it can be best explained by CAMS – culture 
(C), automation (A), measurement (M), sharing (S), term coined by John Willis (Perera  
et al., 2017; Stahl et al., 2017). Culture, automation, measurement and sharing are the 
fundamental and mutually reinforced values behind DevOps implementation. Prior 
culture setup encourages the adoption of agile practices and overcomes conventional 
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limitations of SDLC approach. “Automation is the key enabler for DevOps adoption” 
(Perera et al., 2017). Modern DevOps toolset and advanced technology revamped 
organisational workflow. CAMS recommends transparent, accessible and meaningful 
measurements of all DevOps constituents. And lastly, sharing of ideas, knowledge, 
challenges and learnings help in aligning people, practices and technology towards a 
common goal, i.e., adding value to the IT business. 

The in-depth literature analysis of many papers and interviews, it is concluded that 
few factors which hinder the adoption of DevOps, are risk of disintermediation of roles, 
lack of education, resistance to change, silo mentality, lack of strategic direction from 
management (Gokarna and Singh, 2021) and so on. 

2.2.1 Continuous practises – ‘the heart of DevOps’ 

DevOps comprises many continuous practices which all together contributes to the 
agenda – customer satisfaction and better software quality. It includes continuous 
integration, continuous delivery, continuous deployment, continuous testing and 
monitoring, and continuous release. Each of them are detailed here. 

a Continuous integration – Means integrating the developers’ work very frequently 
and iteratively. It frames other continuous practices which in combination eliminates 
discontinuities between development and operations, preferable to be practiced at 
large scale. 

b Continuous delivery – Complies to the actual release of software segments with short 
release cycles, it brings optimisation of infrastructure management and balances out 
software release availability and reliability. The potential release candidate 
undergoes rigorous code analysis, proper documentation, acceptance testing, 
regulatory compliance assessment, license and requirement verification. It is often 
used interchangeably with continuous deployment. 

c Continuous deployment – Refers to the operational placement of the potential release 
candidate, evaluated in the former stage, in the production environment. 

d Continuous testing and monitoring – Runs parallely with other continuous practices. 
Automated testing with regular quality feedback to DevOps and quality assurance 
teams, evaluates the software candidate’s readiness for release. Data collected from 
the systems in production is passed as inputs for testing and monitoring activities. 

e Continuous release – Refers to the business practices in order to make the desired 
software timely and readily available to the stakeholders, i.e., customers and clients. 

2.2.2 Automation and software quality 

“Quality of the software is the key factor of IT business” (Perera et al., 2017). It ensures 
business growth with customers’ satisfaction as priority. The set of attributes that are 
mentioned in ISO 9126, an International Standard for Evaluation of Software Quality laid 
down the six main characteristics of software quality, namely – functionality, reliability, 
usability, efficiency, maintainability and portability. 

A model is formulated in (1) to represent the relationship between DevOps and 
quality based on CAMS – culture (C), automation (A), measurement (M), sharing (S), as 
is given in equation (1) as follows: 
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SQ 1.409 0.176(C) 0.272(A) 0.096(M) 0.172(S)      (1) 

Automation in the business model and high velocity advancement strongly relies on high 
performing technologies (Alnafessah et al., 2021; Castellanos et al., 2021). With the 
modernisation of tools used, the release-deployment time gap can be scaled down 
immensely (Geissdoerfer and Wolisz, 2019). According to an ongoing research by the 
KBR, the worldwide DevOps market will hit $8.8 billion by the year 2023 (Hemon et al., 
2019). 

“Quality delivers with short cycle times need a high degree of automation” 
(Yarlagadda, 2021) and that comes by advancement in tools and technologies. 

Figure 2 DevOps tool tree (see online version for colours) 

 

To provide more clarity over the categories and subcategories of varieties of tools that the 
DevOps ecosystem contains, we have compiled the contributions (Kamuto and 
Langerman, 2017; Dörnenburg, 2018; Veres et al., 2019; Ganeshan and Vigneshwaran, 
2021; Yarlagadda, 2021). The DevOps toolset can be divided into 12 major categories 
based on the DevOps Lifecycle Mesh (Veres et al., 2019). Figure 2 represents the major 
categories as – planning tools, build tools, integration tools, deployment tools, run tools, 
test tools, monitoring tools, notifying tools, analytics tools, application programming 
interface (API) tools, security tools and low code development tools. Their further  
sub-categories are as follows: 

a Planning tools – Includes requirement management tools and issue tracking tools. 

b Build tools – Includes source control management tools, repositories, integrated 
development environment (IDE), agile management tools and development analysis 
tools. 
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c Integration tools – Includes continuous integration and continuous delivery (CI/CD) 
tools. 

d Deployment tools – Includes configuration management tools, deploy automation 
tools and release management tools. 

e Run tools – Can be cloud-based, containers and virtualisation tools. 

f Test tools – Includes perf (a performance analysis tool)/load/stress management 
tools, service virtualisation tools and functional tools. 

g Monitoring tools – Includes monitoring and supervising tools and log management 
tools. 

h Notifying tools – Includes collaboration tools and feedback tools. 

i Analytics tools – Includes tools for quickly and efficiently data analysis. 

j API tools – Includes API management tools, API Dev service tools, API integration 
tools and API. 

k Security tools – Includes container security tools, application security tools and 
DevSecOps. 

l Low code development tools – Includes mobile Dev tools, etc. 

3 Case study 

This work is carried out at Intel private limited which is well-renowned for 
manufacturing microprocessors and embedded software worldwide. Our team follows the 
DevOps methodology to develop and release post-silicon platform specific software to 
the clients. Every operation committed by the team is strictly carried out in the Agile 
Scrum model. 

3.1 Requirement elicitation and feasibility study 

Requirement gathering and its analysis is the crucial phase of the project. Stakeholder’s 
like high level management, developers and the end user of the feedback report and alert 
system created due to continuous monitoring, their requirements are noted down under 
categories based on their perspectives. Their expectations give insights into the functional 
and non-functional requirements of the project. 

Further, the feasibility studies of the requirements are outlined in Table 1 that has 
helped in finalising the tools and technology that are needed and in designing the 
blueprint of the architecture of the project. List of certain tools with brief description is 
given in Table 2 which is followed by their detailed description. 

1 Jira – is a free tool which is used for project management. It is basically used for 
issue tracking and bug tracking. Features and dashboards provided, helps to follow 
Agile scrum scheme easily. 
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2 Git/GitLab – is a free, open-source version control tool, widely used for source code 
management of small as well as large projects. It supports centralised and distributed 
version systems with the advantages like reliability, scalability and security. 

3 Jenkins – is an open-source continuous integration (CI) tool written in Java. It 
accelerates the process of continuous delivery of software segments by integrating 
them with different scans, test suites and deployment technologies. Easy installation 
and wide community support make it more preferable by developers for integration 
of different DevOps stages with the help of various plug-ins. 

4 Skype – is a simple collaboration tool which provides audio calls, video calls and 
instant messaging service. This freemium application allows users to communicate 
on laptops, computers and mobile devices over the internet. 

5 Splunk – is a data analytics tool used for continuous monitoring. Interactive 
dashboards and reports with triggered action can be generated by collecting, 
monitoring, analysing and visualising the system generated real-time telemetry data. 

Table 1 Requirement overview 

S. no. Requirement category Requirements 

Save effort and time, lost due to uncertainties at infrastructure 
and development level 

Ensure smooth functioning among teams – IT, development 
team, operation team, test and validation team 

1 Business 
requirements 

Focus on overall productivity and contribution to timely 
delivery of the error-free final product as committed to end 

customers 

Gain clarity on the blocking issues and figure out where and 
what caused the uncertainties 

Continuous infrastructure monitoring and uncertainty trend 
analysis on real-time integration and development 

Early detection and prediction of the issues of potential 
failure causes of the development segment 

2 Functional 
requirements 

Interactive visual reports and alert mechanism through 
dashboards with least manual efforts 

Modularity – to make the modules reusable and inheritable 

Efficiency – to maximise the overall throughput 

Accuracy – to authenticate the data integrity of the reports 
with the actual output of the jobs 

Automation – to reduce manual interference 

Flexible – easy to use and readable 

Modifiable – to change the logic as and when required 

3 Non-functional 
requirements 

Platform independent – to avoid storing and processing on 
any physical server 
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Table 2 Tools description 

S. no. Tools used Tool type 

1 Jira Issue tracking tool 

2 Git/GitLab Source code management tool/version control tool 

3 Jenkins Integration tool 

4 Skype Collaboration tool 

5 Splunk Monitoring tool/analytics tool 

3.2 Architectural orientation and technical design 

Any DevOps project comprises of five stages majorly: 

1 stage 0 – sync 

2 stage 1 – build 

3 stage 2 – integrate 

4 stage 3 – validate 

5 stage 4 – publish. 

Figure 3 represents the architectural design of the project. Developers push and pull 
codes from Git, which gets cloned in any build agent. A build agent can be a physical 
server or container or cloud-based architecture as per the user needs. Whenever any 
changes happen in Git, the CI/CD pipeline gets triggered in Jenkins. Build agent is in 
continuous sync to a central Artifactory. 

Figure 3 Architectural orientation of the project (see online version for colours) 

 

Integration of these tools (Table 1) with CI/CD pipeline defines the build flow, which is 
an interim process to enable consolidating source codes, branching and versioning of 
CI/CD builds as shown in Figure 4. 
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Figure 4 Build flow of CI/CD pipeline in Jenkins (see online version for colours) 

 

Abstract build interface (ABI) is a DevOps package in Python which provides: 

 common functionalities needed during build, signing, security, etc. 

 consistent API and shared common libraries 

 flexible packages for entire end-to-end CI/CD solutions. 

Using ABI, teams have flexibility to choose packages/services as per the requirement 
without wasting resources. Automatic feature updation and scalability to the business 
growth are the benefits of ABI. 

The generic approach is followed for extraction of relevant data from CI/CD pipeline 
output, by maintaining a customised agile scrum methodology. When a developer 
commits code on SCM, i.e., source code management tool GitLab, the commit is listened 
to by Jenkins, which initiates the build of the components. Every build triggered in 
Jenkins produces an output console log, where ‘what-to-log’ and ‘where-to-log’ is the 
matter of concern. 

‘What-to-log’ should provide enough information that is needed for uncertainties 
diagnosis on ‘where-to-log’, an automated logging practice is adopted. Initially, the 
console output log is manually tracked down in a physical server in which parsing script 
is pre-stored. Parsing script is a code written in Python that is responsible for runtime 
capturing unique build URL, build number, infrastructure details and error messages in 
every build console output log. 

Later, temporary placement of output logs and parsing script are to be node 
independent and hence ABI shared library is used. The shared library written in Groovy 
can be easily integrated with the Jenkins file during the build phase in Jenkins. We have 
systematically analysed logs from historical repositories and extracted the relevant data 
and derived a certain threshold condition for time stamped data in JavaScript Object 
Notation (JSON) format collected by Splunk, processed the raw data and filtered out the 
relevant information by using statistical analysis. Splunk’s visualisation support feature 
has generated interactive reports and feedback with alerts and warning messages. 
Correlating the analysed data to telemetry data has helped the team members to find out 
the root cause of failures and also has eased the early detection of several failures. 
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3.3 Dataset description 

Collection of output console logs generated by Jenkins, resulted in a huge dataset with 
more than 100 fields. The project runs in a dynamic environment which is unpredictable, 
therefore normalisation of the relation table is avoided initially to prevent unnecessary 
anomalies and ensure lossless data. Table 3 defines a few most important data fields with 
schema description and constraints. 

Table 3 Dataset schema 

Field information 
Filed name Value data 

types/constraints 
No. of values; 
defined values 

Description 

build_number number [primary 
key] 

>100 (varies with 
time range) 

Holds unique build 
number 

build_url string [primary 
key] 

>100 (varies with 
time range) 

Holds unique build 
URL 

host string 12 (fixed) Holds the name of 
main servers 

job_duration number >100 (varies with 
time range) 

Holds job’s time 
duration 

Job_name string 96 (varies with 
time range) 

Holds job’s name 

job_result string 3 (success, failure, 
aborted) 

Holds job’s result 
after Execution 

job_started_at string >100 (varies with 
time range) 

Holds job’s 
starting time 

Stages{}.id string >100 (varies with 
time range) 

Holds build’s stage 
unique id 

Stages{}.name string >100 (varies with 
time range) 

Holds build’s stage 
name 

Stages{}.duration string >100 (varies with 
time range) 

Holds build’s stage 
time duration 

Stages{}.error string >100 (varies with 
time range) 

Holds build’s stage 
error message 

Stages{}.start_time string >100 (varies with 
time range) 

Holds build’s stage 
start time 

Stages{}.status string 4 (fixed); (success, 
not_built, failure, 

aborted) 

Holds build’s stage 
status after 
execution 

Stages{}.childen{}.name string >100 (varies with 
time range) 

Holds build’s 
stage’s children 

name 

Stages{}.childen{}.duration string >100 (varies with 
time range) 

Holds build’s 
stage’s children 
time duration 

Stages{}.childen{}.error string >100 (varies with 
time range) 

Holds build’s 
stage’s children 
error message 
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Table 3 Dataset schema (continued) 

Field information 
Filed name Value data 

types/constraints 
No. of values; 
defined values 

Description 

Stages{}.childen{}.id string >100 (varies with 
time range) 

Holds build’s 
stage’s children 

unique ID 

Stages{}.childen{}.start_time string >100 (varies with 
time range) 

Holds build’s 
stage’s children 

start time 

triggered_by string >100 (varies with 
time range); 

(started by timer, 
branch indexing, 
started by user##) 

Holds who 
triggered the build 

Queue_id number >100 (varies with 
time range) 

Holds unique 
queue id 

Queue_time number >100 (varies with 
time range) 

Holds queue time 

Metadata~ string >100 (varies with 
time range) 

Different fields 
starting with 

metadata~ holds 
data details 

Figure 5 Data flowchart 
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Table 4 Functional modules description 

Functional block Inputs Functionality Output 

Calls ABI Libraries and maps 
Jenkins to different scripts. 

Jenkins_Build() Any code pushed, 
committed or 
merged in GitLab. Creates virtual workspace for 

different BUILD operations. 

Raw unstructured 
output console log 
for every BUILD. 

Context containing 
BUILD 
configurations and 
environment setup 
parameters. 

Declares login credentials that 
are needed for workspace 
operations. 

Raw unstructured 
output console log 
for every BUILD. 

Construct file path for the 
context downloaded in the 
workspace. 

Calls log parsing script to 
parse output console log. 

Mapper() 

Workspace details. 

Send parsed output to analyser 
tool. 

Parsed output file 
containing error 
message and 
relevant details of 
every BUILD. 

Version 1: Raw 
unstructured output 
console log for 
every BUILD. 

Fetches error messages from 
output console log and writes 
in a file. 

Parsed output file 
containing error 
message and 
relevant details of 
every BUILD. 

Fetches error messages from 
output console log and writes 
in a file. 

Creates and identifies error 
patterns. 

Log_Parser() 

Version 2: Raw 
unstructured output 
console log for 
every BUILD. 

Assign error pattern to every 
error message fetched. 

Parsed output file 
containing error 
message and 
relevant details of 
every BUILD. 

Version 1: Raw 
unstructured output 
console log for 
every BUILD. 

Data collection in SPLUNK 
database. 

Customised 
interactive reports. 

Pre-process unstructured raw 
data to structured data. 

Creates and identifies error 
patterns. 

Assign error pattern to every 
error message fetched. 

Group similar error patterns 
into categories. 

Querying database to generate 
results. 

Analyzer() 

Parsed output file 
containing error 
message and 
relevant details of 
every BUILD. 

Display statistical results and 
customised reports and enable 
alert and feedback mechanism. 

Alert and feedback 
mechanism. 
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Table 4 Functional modules description (continued) 

Functional block Inputs Functionality Output 

Version 2: Raw 
unstructured output 
console log for 
every BUILD. 

Data collection in SPLUNK 
database. 

Customised 
interactive reports. 

Pre-process unstructured raw 
data to structured data. 

Querying database to generate 
results. 

Analyzer() 

Parsed output file 
containing error 
message and 
relevant details of 
every BUILD. 

Display statistical results and 
customised reports and enable 
alert and feedback mechanism. 

Alert and feedback 
mechanism. 

Figure 6 CI/CD pipeline steps to BUILD triggered in Jenkins 

 

3.4 Implementation 

Whenever a developer pushes or commits any change in code in GitLab, CI/CD pipeline 
triggers a job called ‘build’ in Jenkins – Jenkins_Build. It performs two functionalities in 
parallel – first, it calls and integrates all the required ABI libraries, i.e., Mapper and 
second, it creates a virtual workspace for different build stages. The ABI library Mapper 
acts as a mediator between the log parsing script – Log_parser and Jenkins_Build. Build 
stages running parallely in the workspace, produces an output console log which also 
contains the overall job result. If the job result turns out to be a failure, Mapper calls 
Log_parser. This parsing script is responsible for fetching the error messages and the 
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relevant related details of the build and writing it down in a new file. The complete raw 
unstructured console output and the parsed file created by Log_parser is pushed to the 
analysis tool Splunk. The raw data collected, pre-processed and processed to generate 
result and visuals is taken care by analyser, as represented in the flowchart Figure 5. 

Table 4 represents the functional blocks, inputs, functionality and the desired outputs 
of every block – Jenkins_Build(), Mapper(), Log_Parser() and Analyzer(), respectively. 

Figure 7 Mapper() algorithm 

 

Figure 8 Log_Parser() algorithm 

 



   

 

   

   
 

   

   

 

   

    Capturing uncertainties through log analysis using DevOps 69    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

In stated blocks of Table 4 are well explained one-by-one in the algorithms given here. 
Figure 6 represents CI/CD pipeline steps that are followed at every build that is triggered 
in the Jenkins, i.e., Jenkins_Build(). Figure 7 represents an algorithm to map Jenkins to 
other scripts, i.e., using Mapper(). 

Figure 8 represents algorithm for performing parsing on input data files and storing 
results in the parsed output file. In version 1, Log_Parser() fetches error messages from 
output console logs generated for every BUILD by Jenkins. The parsing script writes the 
exact error lines along with the relevant details of BUILD into a new file containing 
parsed data. And the analytics tool is responsible for creating and identifying error 
patterns, assigning error patterns to every error message fetched and group similar error 
patterns into categories. 

Figures 9–16 represents Analyze_Log (Input_File, Parsed_File) which illustrates  
tool-based steps that are followed to yield results from the data contained in the files. 

 Figure 9 represents the collection of time stamped raw data from Input_File and 
Parsed_File. 

 Figure 10 processes raw unstructured time stamped data into structured time stamped 
data. 

 Figure 11 stores clean data into the SPLUNK database. 

 Figure 12 represents the query generated results. 

 Figure 13 creates and identifies error patterns from Parsed_File and assigns error 
patterns to every error message fetched. 

 Figures 14(a) and 14(b) queries the database to generate results and statistical 
reports. 

 Figure 15 displays the results in graphical visuals. 

Figure 9 Raw unstructured time stamped data collected (see online version for colours) 

 

In version 1, identifying the error patterns and assigning categories to the raw error 
message imposed extra overheads on Splunk search engine. In the initial stage when the 
data is collected via plug-ins is limited and the error patterns are stable, but with time, the 
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data collected have become large and new error patterns are identified, assigning error 
categories to raw error messages becomes unmanageable and time taking for the search 
engine. The report generating time of the analyser tool eventually becomes slow due to 
the overheads of processing the query and loading results. 

Figure 10 Structured raw time stamped data in JSON format (see online version for colours) 

 

(a) 

 

(b) 

 

(c) 
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Figure 11 Clean data into Splunk database 

 

Figure 12 Query generated results (see online version for colours) 

 

Figure 13 Processing on query generated results to obtain desired fields (see online version  
for colours) 

 

Therefore, to overcome the limitations that are faced in version 1, the task of identifying 
the error patterns and assigning categories to the raw error message is moved in the 
parsing script in version 2. Logical implementation of the parsing script as in Figure 16 
Log_Parser() is modified to perform this task and Analyze_Log() has handled data 
collection, pre-processing of unstructured time stamped data and converting to structured 
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time stamped data, querying the database to generate results and statistical reports and 
displaying the results in graphical visuals. 

Figure 14 (a) Query code to generated reports (b) Query generated reports targeting particular 
information (see online version for colours) 

 

(a) 

 

(b) 

The new approach in version 2, resulted in an improved performance of Splunk search 
engine and quick loading of results. The efficient result generating and displaying time 
has made it likable and more adaptable in the production environment. 

Figure 15 Creating visuals for the reports displaying information 
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Figure 16 Algorithm for parsing on input data file and store result in parsed output file 

 

4 Execution results 

This section summarises the results that are generated on real-time data collected from 
Jenkins in Splunk database. The result is produced after performing Analyze_Log is 
displayed in graphical visuals to provide more information on builds, platform/ 
infrastructure and performance trends as shown below: 

Figure 17 Summarising build counts (see online version for colours) 

 

4.1 Build analysis 

Figure 17 depicts the summary of build counts – 1,308 failed builds, 1,725 successful 
builds, 114 aborted builds, etc. Figures 18(a)–18(c) depicts the summary of build 
statistics-based upon: builds per user as in Figure 18(a), top issues as in Figure 18(b), and 
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builds per branch as in Figure 18(c) respectively. Also, Figure 20 depicts drilldown to 
specific build details. 

Figure 18 (a) Summarising build details per user statistics (b) Summarising build details top 
issues statistics (c) Summarising build details per branch statistics (see online version 
for colours) 

 

(a) 

 

(b) 

 

 

(c) 
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Figure 19 Summarising build details (see online version for colours) 

 

 

 

4.2 Platform/infrastructure analysis 

Figure 20 depicts summarisation infrastructure related details as node/mater correlation. 
In other words, agent types are distributed for specific masters. Figure 21 depicts the 
summary of slave server nodes details via agent types’ distribution based on standby and 
overall agent pie chart. 

Figure 20 Summarising infrastructure related details as node/master correlation  
(see online version for colours) 

 

 

Figure 21 Summarising slave server node details (see online version for colours) 

 

  



   

 

   

   
 

   

   

 

   

   76 R.K. Gupta et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

Figure 22 Continuous indicator of the pipeline health based on build’s end result 

 

4.3 Performance analysis 

Figure 22 depicts a continuous indicator of the pipeline health based on build end result. 
Figure 23 depicts the summarising infrastructure setup services that are provided by 
various modules such as Jenkins, Artifactory, Rancher, Klocwork, Teamcity, GitLab, 
Microservices, Protex, HD-Des, Black Duck Binary Analysis, OneBKC, Splunk, 
symbols. Figure 24 depicts continuous checks on active servers through statistics, i.e., 
average build time per team. 

Figure 23 Summarising infrastructure setup services provided by the various modules  
(see online version for colours) 

 

Figure 24 Continuous check on active servers through statistics (see online version for colours) 
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5 Conclusions and future works 

This study demonstrates that certain difficulties must be overcome on the development 
and operational sides. To begin with, digging up historical repositories is difficult due to 
the migration to new tools and technology. Creating a benchmark dataset that includes 
real-time issues concerns is now a time-consuming effort. Secondly, efficient and 
automated storage of associated source codes and logs in run-time repositories is 
necessary. Thirdly, collecting and analysing various types of real-timed data must be 
reliable and always available for infrastructure support. Finally, providing timely 
feedback, assessment and evaluation reports to team members with specific information 
is enormously challenging. 

This paper proposes a tool for enriching log analysis and reduces manual efforts 
which automates the correlation among various telemetry data. The proposed solution is 
quite supportive for developing and maintaining the quality of continuous practices that 
are used in the DevOps project. This article analyses logs in depth and encourages quality 
assessments and feedback to developers, which helps to diagnose telemetry data more 
thoroughly. This research conducts an empirical investigation to establish conceptual 
clarity about integration pipeline architecture and examine how the automation speeds up 
and expands the system feedback loop in the continuous monitoring. 

All observations of the case study are limited to the organisation’s exposure to 
DevOps methodology. In the future, the amalgamation of machine learning techniques 
for classification and clustering, can build a more powerful model which will efficiently 
classify the types of uncertainties and cluster them according to their source and end 
results. After attaining maturity, the model can predict the potential issues beforehand 
and forecast them with the evidence produced while analysing the system logs. 
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