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Abstract: The unpredictability and volatility of the stock market render it challenging to make a
substantial profit using any generalised scheme. Many previous studies tried different techniques
to build a machine learning model, which can make a significant profit in the US stock
market by performing live trading. However, very few studies have focused on the importance
of finding the best features for a particular period for trading. Our top approach used the
performance to narrow down the features from a total of 148 to about 30. Furthermore, the top
25 features were dynamically selected before each time training our machine learning model.
It uses ensemble learning with four classifiers: Gaussian naive Bayes, decision tree, logistic
regression with L1 regularisation and stochastic gradient descent, to decide whether to go long
or short on a particular stock. Our best model performed daily trade between July 2011 and
January 2019, generating 54.35% profit. Finally, our work showcased that mixtures of weighted
classifiers perform better than any individual predictor about making trading decisions in the
stock market.
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1 Introduction

1.1 Background

Stocks are effectively little parts of a company’s ownership,
and the stock market functions similarly to an auction, with
investors buying and selling stocks. When a shareholder
acquires stock, he or she owns a percentage of the firm
equal to the number of shares purchased compared to
the total number of outstanding shares. For example, if a
corporation has 1 million shares and an individual owns
50,000 of them, the individual owns 5% of the company.

1.2 Long-short investment strategy

According to Jacobs and Levy (1993), classic stock
investing focuses on finding equities to purchase long that
are expected to rise in value. There was little consideration,
if any, given to profiting from short-selling expensive
equities. When investors started to combine long and short
strategies in their investment portfolio, they discovered
new advantages and possibilities that were previously
inaccessible.

Buying long simply means purchasing a stock that you
believe will gain in value and then selling for a profit when
the price rises. Assume you purchased 500 shares of a
certain company at a price of $10 per share. This is a total
of $5,000. The price of an ABC share climbs to $55 after
a week. You make $500 when you sell the shares.

Shorting is when you borrow stocks from a broker at a
profit and sell them while waiting for the price to decrease.
Once the price has dropped significantly, you repay the
lender by purchasing the same number of stocks at the
reduced price that you borrowed in the first place. The
difference in price minus interest and commissions is your
profit.

For example, suppose you borrow 100 XYZ shares for
$50 each and sell them for $5,000 while waiting for the
share price to fall. You acquire 100 shares of XYZ for
$4,500 after the price per share of XYZ has plummeted to
$45. Return the 100 shares to the lender, and the profit is
the difference between the interest and commissions. Your
profit in this situation is $500.

1.3 Motivation

“I will tell you how to become rich. Close the doors. Be
fearful when others are greedy. Be greedy when others are
fearful” (Warren Buffett). The quote suggests that trading
decisions need to be made entirely based on logic and
not based on human emotions. Oftentimes people cannot
control their emotions It is difficult to let out emotion while
trading. Effective trading involves making decisions without
letting emotions get in the way. The perfect way to solve
this problem is to deploy a machine that solely relies on
logic to make effective decisions. On another note, current
estimates show that automated trading accounts for 50–70%
of equities trades in the USA, 40% in Canada, and 35%

in London (O’Reilly, 2012; Grant, 2011). Therefore there
will come a time where all the trades will be managed
by machines. To prepare the world for such a time more
research into this field is vital. We are all aware of the
unpredictability of the stock market, and how difficult it is
to predict because of the noise in the data based on the
work by Bloembergen et al. (2015). Some people believe
that it is not possible to do so. We believe that with the
advancements in machine learning algorithms and artificial
intelligence, we can predict stock market trends sufficiently,
given we provide sufficient, refined, data to our models.
Many previous researchers (Yuan et al., 2020; Tsai and
Hsiao, 2010; He et al., 2013) worked with selecting features
with different algorithms for maximising profit. However,
most of them did not run the final test on an actual stock
trading setting. Additionally, none of the research worked
on which feature time-frame works best for how many days
of trading. Our research aims to explore this research gap.

1.4 Contributions

To our knowledge, our model is the first to recommend
which feature time-frame suitable for how many days
of trading. To address this problem our novel approach
calculated each of the features using different time-variants
(default, 1 day, 2 days, 5 days, 22 days) to find out
which variant works best for daily trading, weekly trading
and monthly trading. Using the recommended features our
model further used dynamic feature selection techniques
coupled with advanced machine learning algorithms to
generate profit on real-time stock data from 1,500 stocks
from the US stock market from 2011 to 2019 and generated
significant profit which is on par and in some cases better
than the state-of-the-art models. The main contributions of
this research are as follows:

• a dynamic feature selection mechanism has been
proposed to select discriminative features over
multiple time-frames for holding long and short
positions for effective stock trading

• after the initial feature selection mechanism, the
proposed model uses ANOVA for finalising the set of
features and uses ensemble of various machine
learning algorithms for stock trading that generated
54.35% profit on the initial investment.

1.5 Paper organisation

In the next section of our paper, we review the literature of
the previous work on machine learning models in order to
predict trends in the stock market. We discuss our overall
strategy in Section 3. The dataset analysis is discussed in
Section 4. Sections 5, 6, 7 and 8 are on the result analysis.
Sections 9 and 10 concludes the paper and talks about the
limitations in our thesis and future prospects.
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2 Literature review

The prevalence of volatility in the stock market and
also other markets [e.g., forex (Tiong et al., 2016) and
cryptocurrency (Chen et al., 2020)] makes predicting stock
prices anything but simple. Before investing, investors
perform two kinds of analysis (Patel et al., 2015). The first
of these is fundamental analysis, where investors look into
the value of stocks, the industry performance, economic
factors, sentiment analysis (Chang, 2020), etc. and decide
whether or not to invest. Technical analysis is the second,
more advanced, analysis that involves evaluating those
stocks through the use of statistics and activity in the
current market, such as volume traded and previous price
levels (Patel et al., 2015). Technical analysts use charts
to recognise patterns and try to predict how a stock price
will change. Malkiel and Fama’s efficient market hypothesis
states that predicting the values of stocks considering
financial information is possible because the prices are
informationally efficient (Malkiel and Fama, 1970). As
many unpredictable variables influence stocks and the stock
market in general, it seems logical that factors such as the
public image of the company and the political scenario of
a country will be reflected in the prices. By sufficiently
preprocessing the data obtained from stock prices and the
algorithms and their factors are appropriate, it may be
possible to predict stock or stock price index.

There were quite a few different implementations
of machine learning algorithms for the purposes of
making stock market price predictions. Different papers
experimented with different machine learning algorithms
that they implemented in order to figure out which models
produced the best results. Dai et al. (2012) attempted to
narrow down the environment by selecting certain criteria.
Under these criteria, they were able to achieve a profit of
0.0123, recall 30.05%, with an accuracy of 38.39%, and
55.07% precision, using a logistic regression model, after
training the model for an hour. Zheng and Jin observed that
when compared with logistic regression, Bayesian network,
and a simple neural network, a support vector machine
having radial kernel gave them the most satisfactory results
(Zheng and Jin, 2017). Due to their limited processing
power, they were only able to use a subset of their data
for training their model and recommended that a more
powerful processor be used to achieve better results. Similar
recommendations were made by Chen et al., stating that
their preferred model, the long short-term memory (LSTM)
(Wu et al., 2021), would have performed better were they
able to train the different layers and neurons using higher
computing power (Chen et al., 2017). Since the data was
non-linear in nature, a recurrent neural network (RNN)
would be more suited to the task. Recent researches also
showcase the use of transformer networks (Hu, 2021) and
fuzzification (Hu, 2021) techniques in stock trading and
prediction.

In Hegazy et al. (2014), it was discussed that when
performing stock price prediction, it came out to be that
ANN the algorithm that was once popular for prediction
suffers from overfitting due to large numbers of parameters

that it needs to fix (Tao et al., 2004). This is where
support vector machine (SVM) came into play and„ it was
suggested, that this method could be used as an alternative
to avoid such limitations, where according to the VC theory
by Vapnik (2013) SVM calculates globally obtained sol
unlike the ones obtained through ANN which mostly tend
to fall in the local minima. It was seen that using an SVM
model the accuracy of the predicted output came out to be
around 57% (Kim, 2003). There is one other form of SVM
and that is least squared support vector machine (LS-SVM).
In Madge and Bhatt (2015), it was mentioned that if the
input parameters of LS-SVM is tuned and refined then the
output of this classification algorithm boosts even further
and shows promise to be a very powerful method to keep
an eye out for. SVM being this powerful and popular as is
it, is now almost always taken into consideration when it
comes to predicting price of a volatile market, and thus we
think that incorporating this into our research will boost our
chances of getting a positive result.

The study by He et al. (2013) measured twelve
technical indicators for further investigation using data
from the Shanghai Stock Exchange Composite Index
(SSECI) from 24 March 1997 to 23 August 2006. The
stock market’s input variables were chosen from a total
of 12 indicators. SMA, EMA, Alexander’s filter (ALF),
relative strength, RSI, MFI, percent B indicator, volatility,
volatility band, Chaikin oscillator (CHO), moving average
convergence-divergence (MACD), percent K indicator,
accumulation and distribution (AD) oscillator, and Williams
percent R indicator are some of the indicators used. Then,
principal component analysis (PCA), genetic algorithm, and
sequential forward feature selection methods to select which
features for optimal investment. However, the paper did not
include any resulting analysis or graphical representations
of the results.

Yuan et al. (2020) selected 60 features for their
prediction. The data comes from the Chinese A-share
market and dates from 1 January 2010 to 1 January
2018. The algorithms used for prediction were SVM,
artificial neural networks (ANN) and random forest (RF).
For the feature selection, the paper used recursive feature
elimination (RFE) and random forest feature selection using
the information gain values. The RF for feature selection
and RF model for prediction has the greatest annualised
return when it picks the top 1% of companies, with a
29.51% annualised return. The RF-RF model’s profitability
is further investigated using the stratified back-testing
technique, and the new long-short portfolio’s annualised
return from 2011 to 2018 is 21.92%, with a maximum
drawdown of just 13.58%. This profit is not substantial for
proving the success of their model because better results
can be achieved.

To decrease the cost of training time and increase
prediction accuracies, the work of Huang and Tsai
(2009) combined the support vector regressor (SVR) with
the self-organising feature map (SOFM) method and a
filter-based feature selection. Thirteen technical indicators
were used as input variables to forecast the daily price in
the Taiwan index futures (FITX) in order to forecast the
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price index for the next day. The SOFM-SVR with feature
selection had a mean absolute percentage error (MAPE)
of 1.7726%, which is higher than the single SVR with
feature selection and the one without feature selection.
However, they did not test their strategy in the real stock
market which would further evaluate their model’s actual
performance.

Barak et al. (2015) proposed a hybrid feature selection
method using adaptive neural fuzzy inference system
(ANFIS) and the imperialist competitive algorithm (ICA)
is used to choose the most suitable features. The trading
signals generated by the model achieved superior outcomes
with 87% prediction accuracy, and the wrapper features
selection achieves a 12% increase in predictive performance
over the basic research. Furthermore, since wrapper-based
feature selection models are much more time-consuming,
the results of our wrapper ANFIS-ICA method are better in
terms of reducing time and improving prediction accuracy
when compared to other algorithms like the wrapper genetic
algorithm (GA). However, they worked on only 24 features
at max and did not test implement a long-short strategy.

The research by Nti et al. (2019) used RF with an
improved leave-one-out cross-validation strategy and a
LSTM network to evaluate the degree of importance
between various sectors stock-price and MVs and
forecasted a 30-day had stock-price. From January 2002 to
December 2018, the research dataset was acquired from the
GSE official website, and the 42 macroeconomic indicators
dataset was collected from the Bank of Ghana (BoG)
official website. The LSTM model performed better than
the baseline ARIMA model. But real-time trading was not
done in this study.

The paper by Gandhmal and Kumar (2021) used
12 technical features. The features are selected using
decision tree algorithm based on wrapper feature
selection. The paper uses the chronological penguin
Levenberg-Marquardt-based nonlinear autoregressive
network (CPLM-based NARX) for prediction. The
suggested paper showed that CPLM-based NARX
outperformed the competition in terms of MAPE and
RMSE, with values of 0.96 and 0.805, respectively in
comparison with the regression model, deep belief network
(DBN), and neuro fuzzy-neural network. This study does
not analyse between the different timeframes of each
technical feature and only uses 12 technical features.

PCA, genetic algorithms (GA), and decision trees
(CART) are all compared in the research article by Tsai
and Hsiao (2010). It examines their prediction accuracy and
mistakes by combining them using union, intersection, and
multi intersection methods. The findings of the experiments
indicate that integrating several feature selection techniques
may improve prediction performance over single feature
selection methods. The intersection of PCA and GA, as
well as the multi-intersection of PCA, GA, and CART,
perform the best, with accuracy rates of 79% and 78.98%,
respectively.

The causal feature selection (CFS) method is proposed
in the research by Zhang et al. (2014), to choose
more representative features for improved stock prediction

modelling. Comparative tests were performed between CFS
and three well-known feature selection methods, namely
PCA, decision trees (DT; CART), and the least absolute
shrinkage and selection operator, using 13-year data from
the Shanghai Stock Exchanges (LASSO). When coupled
with each of the seven baseline models, CFS performs best
in terms of accuracy and precision in most instances and
finds 18 key consistent characteristics out the 50 initial
input features given.

Ensemble methods such as random forests help to
reduce the probability of the data overfitting. RFs use
decision trees and majority voting to obtain reliable results.
In order to perform an analysis on stock returns, Lin
et al. tested a prediction model that used the classifier
ensemble method Tsai et al. (2011) and took bagging
and majority voting methods into consideration. It was
found that models using single classifiers under-performed
compared to the ones using multiple classifiers, in regards
to ROI and accuracy when the performances of those using
an ensemble of several classifiers and those using single
baseline classifiers were compared Patel et al. (2015). An
SVM ensemble-based financial distress prediction (FDP)
was a new method proposed by Sun and Li (2012). Both
individual performance and diversity analysis were used in
selecting the base classifiers from potential candidates for
the SVM ensemble. The SVM ensemble produced superior
results when compared to the individual SVM classifier.
A sum of ten data mining techniques, some of which
included KNN, naive Bayes using kernel estimation, linear
discriminant analysis (LDA), LS-SVM, was used by Ou and
Wang (2009) to try and forecast price fluctuations in the
stock market of Hong Kong. The SVM and LS-SVM were
shown to produce better predictions compared to the other
models.

3 Real-time stock trading strategy

The diagram in the figure system depicts our model’s
whole process. Selecting stocks, feature selection, data
pre-processing, training and creating predictions using
machine learning algorithms, and making adjustments to the
portfolio based on the forecasts are all part of the process.

The plan used the Quantopian algorithm feature, which
included numerous machine learning algorithms. We began
by utilising the Q1500US algorithm supplied by Quantopian
to gather data on 1,500 of the market’s most popular stocks.
Following that, we imported all of the factors supplied,
as well as TA-LIB factors (a significant financial factor
provider). Some custom factors have to be implemented by
us as well. There are 148 features in all, including asset
growth 3M, asset to equity ratio, capex to cash flows, EBIT
to assets, EBITDA yield, earnings quality, MACD signal
line, mean reversion 1M, AD, ADX, APO, ATR, BETA,
MFI, and others.

However, because of the market’s volatility, just putting
all of the inputs into the ML algorithm will not provide
a particularly consistent result overall, since a specific
component might have both a positive and negative
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influence on the forecast at various times in the market.
To solve this difficulty, we have to use dynamic feature
reduction, which is covered in Section 4. We choose the top
25 features based on the F-value of ANOVA after the first
feature selection.

We specified the number of stocks we wanted to trade,
the machine learning window length, the Nth forward day
we wanted to forecast, which in this instance was set to 5,
and the trading frequency, which is the number of days after
which we wanted to begin the trade, after collecting the
characteristics. We sort and trade on two separate quantiles,
higher 30% and lower 30%, from the 1,500 stock data that
we imported before. We conduct this slicing to ensure that
we are not trading on companies with a highly stable rate
of change in their price, but rather on stocks that are put
higher and lower down the ladder on which we might go
long (30%) and short (30%) and have a substantial success
rate. We put the top 30% to 1, indicating that we are
long, the lower 30% to –1, indicating that we are short,
and the remaining 40% to 0, indicating that we do not
trade on them. When these higher and lower quantiles are
added together, we get 500 stocks, which is the number we
selected previously. We had to remove the label (returns)
from the zipline and run it through a five-day calculation.
Because there are no five days in forwarding time data at
that specific time, the T – 5 days data had to be deleted,
resulting in NAN labels, and was therefore removed from
the zipline data frame. To provide the Label column to
the ML algorithm, it has to be maintained separately. We
had to sort everything outside of Quantopian since it does
not enable machine learning or data preparation within the
pipeline.

After the data has been preprocessed, we create a new
column named ML in the pipeline and use the machine
learning function to populate it for each and every stock
for that day. The universe and all the columns of the
pipeline, i.e., the factors and labels that we determined,
are the parameters of the ML function. This is where we
use the factor reduction technique we discussed before.
This approach is repeated dynamically throughout the
training process, i.e., we only train the algorithm with
the top 25 features using the SelectKBest feature selection
technique every time we train it.

Our ensemble learning model is shown in Figure 1. In
this case, four machine learning algorithms each provide
a hypothesis and an output. To obtain the final result,
equal-weighted ensembling is applied to these four outputs.
We ran into TLE when we attempted to combine three
or more high complexity classifiers (SVM, AdaBoost,
etc.) with dynamic feature selection while building ML
algorithms. However, we chose algorithms with a very short
runtime, typically under 2–3 seconds to test and train, which
is critical in a live trading algorithm.

Figure 1 Structure of the machine learning model used
(see online version for colours)

4 Proposed feature selection model

The paper analyses a total of 148 features based on four
criteria.

• returns analysis

• information coefficient analysis

• turnover analysis

• grouped analysis.

For the analysis we used Alphalens on the stock data from
start date = ‘2011-03-06’ and end date = ‘2012-03-06’.
The feature selection method is showed in Figure 2. The
method went on long and short positions on the top and
bottom quantile or reverse if the feature is negative. The
trading is done for 1D (1-day hold period), 5D (5-day hold
period) and 22D (22-day hold period). The features must
have ‘mean return’ greater than 0.05% or 0.5 basis points
for both the long and short positions selected to trade for
that certain time period. The information coefficient must
be greater than 0.005. In the turnover analysis, the mean
turnover must be greater than 0.25. The stocks satisfying
these criteria will be initially selected. In addition, Sklearn’s
SelectKbest method is used to select the best features out of
the selected feature. For the hyper-parameter, ‘f classif’ is
selected, which ranks the features using the T-scores from
ANOVA.

The stock values were divided into three equal quantiles.
The lower quantile, the middle quantile and the upper
quantile. Each quantile had about 33.33% of the values.
Table 1 shows the selected features for daily, weekly and
monthly trading.
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Figure 2 Proposed feature selection model (see online version for colours)
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SERVER
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SERVER

Updated Feature Data

Table 1 Selected features for trading based on feature analysis for different timeframe

Feature name Trading position Feature name Trading position

1D 1W 1M 1D 1W 1M

Asset Growth 5D MACD Signal 10d X X X
Asset Growth 2D X X X MACD Signal 1d
Asset Growth 5D MACD Signal 2d
Asset Growth 22D MACD Signal 5d
Asset To Equity Ratio X X X MACD Signal 22d
Capex To Cashflows X X X AD 14D
EBITDA Yield X AD 1D X
EBIT To Assets X X X AD 2D
Net Income Margin X X X AD 5D X
Return On Invest Capital X X X AD 22D X
Mean Reversion 1M X ADX 29D X X
Mean Reversion 2D X ADX 1D
Mean Reversion 5D ADX 2D
Mean Reversion 6D X ADX 5D
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Table 1 Selected features for trading based on feature analysis for different timeframe (continued)

Feature name Trading position Feature name Trading position

1D 1W 1M 1D 1W 1M

ADX 22D PLUS DI 22D X
APO 12D 26D PLUS DM 15D
ATR 15D X X PLUS DM 1D X
ATR 2D X PLUS DM 2D
ATR 5D PLUS DM 5D
ATR 22D PLUS DM 22D
BETA 6D PPO 12D 26D X
BETA 1D PPO 8D 13D X
BETA 2D PPO 1D 3D
BETA 5D PPO 24D 50D X
BETA 22D X X X STDDEV
RSI 10D X TRANGE 2D X X
BOP X TRANGE 1D
CCI 14D X TRANGE 5D X
CCI 1D TRANGE 22D
CCI 2D X TYPPRICE 1D
CCI 5D X X TYPPRICE 2D
CCI 22D TYPPRICE 5D
CMO 15D X TYPPRICE 22D
CMO 5D Earnings Quality
CMO 2D WILLR 14D X
CMO 22D X WILLR 1D X
DX 15D WILLR 2D
DX 22D X X WILLR 5D
DX 2D X WILLR 22D X
DX 5D Average Dollar Volume X X X
MAX Moneyflow Volume 5D
MAXINDEX Moneyflow Volume 1D X
MEDPRICE 1D X X X Moneyflow Volume 2D X
MEDPRICE 2D Moneyflow Volume 22D X
MEDPRICE 5D Annualised Volatility X X X
MEDPRICE 22D Operating Cashflows To Assets X X X
MFI 15D Price Momentum 3M X X
MFI 1D Price Oscillator 20D
MFI 2D X Price Oscillator 1D X
MFI 5D Price Oscillator 2D
MFI 22D X X Price Oscillator 5D
MIDPOINT Price Oscillator 22D
MIN Returns 215D X X
MININDEX Returns 190D
MINUS DI 15D X Returns 160D
MINUS DI 1D Returns 100D X
MINUS DI 2D Returns 50D
MINUS DI 5D Returns 25D
MINUS DI 22D Trendline 252D X X X
MINUS DM 15D Trendline 25D
MINUS DM 1D Trendline 50D
MINUS DM 2D X Trendline 100D
MINUS DM 5D Trendline 150D
MINUS DM 22D Vol 3M
PLUS DI 15D Vol 1D
PLUS DI 1D Vol 2D
PLUS DI 2D X Vol 5D X
PLUS DI 5D X X Vol 22D X X
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4.1 Feature evaluation example for WILLR 14 day

The same evaluation was done for all the features. For
demonstrating purposes we only show the graphical results
of the feature WILLR 14D.

1 Mean period wise return by factor quartile

The total return is shown in Figure 3 as a function of
graph height. Long is represented by a positive graph,
whereas short is represented by a negative graph. In
our scenario, we’re separating three quartiles into
three different days (1D 5D 22D), which we may
trade in the Quantopian environment. Figure 3 shows
that the factor chosen works best with 5D trading
since we get a fair amount of return for both long and
short, however for 1d trading, we can see that long
produces a good result for the first quartile but is not
the best for going short as seen in the third quartile.

Figure 3 Mean period wise return by factor quartile
(see online version for colours)

2 Factor weighted long-short portfolio cumulative return

This graph depicts the position of the trader’s
portfolio if the individual only traded using the
experimented factor. This indicates the trader’s total
returns on his portfolio.
Figure 4 shows distinct portfolio positions for three
different trading frequencies (1D, 5D, 22D) as
measured by quartile deceleration.

3 Period wise return by factor quantile

When the median value is not a dependable
alternative for judging the status of the data being
experimented on, this graph, also known as the violin
graph, comes in help.

When comparing the summary statistics of the range
of quartiles, this graph comes in handy. This graph’s
format is fairly similar to that in Figure 5, but this
time we can see the density of where our returns are
focused for each time period.

4 Cumulative returns by quantile

Each time period’s cumulative quantiles are obtained
and averaged across the trading time period. The
major goal of this curve is to check whether the
quartiles can be separated as much as feasible. The
greater the distance between them, the better. The
third quantile is obviously higher than the first
quartile, and this becomes more apparent as time
passes. The fewer graphs that overlap one other, the
better.

This is estimated for the three distinct quartiles for the
time period shown in Figure 6.

5 Top minus bottom quantile mean

To smooth out the findings for the provided trading
time period, this graph in Figure 7 subtracts the top
quantile from the bottom quantile and gets the mean
of the response. The higher the positive graph plot,
the higher the return throughout the transaction period.

Figure 4 Factor weighted long-short portfolio cumulative
return, (a) 1D (b) 5D (c) 22D (see online version
for colours)
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Figure 5 Period wise return by factor quantile (see online version for colours)

Figure 6 Cumulative returns by quantile, (a) 1D (b) 5D
(c) 22D (see online version for colours)

Figure 7 Top minus bottom quantile mean, (a) 1D (b) 5D
(c) 22D (see online version for colours)
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Figure 8 Top result daily trade by ensembling GaussianNB, LogisticRegression, DTC and SGDC (best classifier) (see online version
for colours)

5 Live trading results

We used all the seven classifiers discussed to start to
perform calculations on data from 2011-03-06 to 2011-09-7.
We split by 80:20 ratio to form the train set and test
set. Table 2 shows that ensemble methods work far
better in this case. However, for ensemble methods, we
only predicted the top and bottom values, as in real
life we do not need to trade all the 1,500 stocks. The
ensemble 1 model is showing an accuracy of 99.25%
included LR, Gaussian NB, Bernoulli NB and SGDC
whereas the ensemble 2 showing an accuracy of 74.23%
consisted of LR L1Regress, LR L2Regress, Gaussian NB
and Bernoulli NB.

Table 2 Accuracy test on data from 1,500 US stocks
2011-03-06 to 2011-09-7

Name of the algorithm Test accuracy

Naive Bayes (NB) 51.21%
Logistic regression (LR) 51.77%
Stochastic gradient descent (SGDC) 50.56%
Support vector machine (SVM) 54.06%
Adaboost 53.29 %
Random forest 52.43%
Ensemble 1 (predict top and bottom) 99.25%
Ensemble 2 (predict top and bottom) 74.23%

5.1 Day trading

• RandomForest: using random forest algorithm and
daily trading we get a return of 18.08% with a Sharpe
ratio of 0.77.

• AdaBoost: using AdaBoost classifier in the mix we
get a return of 11.69% with a sharpe ratio of 0.49.

• Ensemble 1 classifiers:

1 GaussianNB

2 LogisticRegression

3 BernoulliNB

4 Sgdc.

Using the mixed classifiers of all these algorithms
together we get a return of 34.99% with a Sharpe
ratio of 0.67. Time complexity of all these algorithms
combined is very less and thus is very feasible for
our purpose.

• Best classifiers:

1 GaussianNB

2 LogisticRegression

3 DTC

4 Sgdc.

Figure 8 shows, using decision tree classifiers in the
mix we get a return of 54.63% with a sharpe ratio of
1.16%.

1 GaussianNB

2 LogisticRegression

3 AdaBoostClassifier

4 Sgdc.

5.2 Weekly trading

• AdaBoostClassifier: using AdaBoost for weekly
trading we get a return of 5.25%.

• Decision tree: decision tree for weekly trading we get
a total return of 10.23%.

• Random forest: using random forest we get a total
return of 7.86%.

5.3 Monthly trading

• AdaBoostClassifier: using AdaBoost for weekly
trading we get a return of 6.16%.
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• SVM: Using AdaBoost for weekly trading we get a
return of 13.05%.

• Random forest: Using AdaBoost for weekly trading
we get a return of 4.05%.

6 Performance evaluation and risk evaluation

Our best algorithm from all of the above was the ensemble
learning algorithm which incorporated Gaussian naive
Bayes classifier, logistic regression, decision tree classifier
and stochastic gradient descent classifier. The training day
for each decision was set to be 200 days prior to that day
and trading was done daily. Below are the few results that
are got by running the algorithm from the date 01/04/2011
to 07/05/2019 with a capital of 10,000,000 USD.

Table 3 Performance of the system’s best model

Total returns 54.35%
Specific returns 50.60%
Common returns 2.71%
Sharp 1.16%
Max draw down –8.31%
Volatility 0.05%

Table 3 depicts that returns calculated from the initial
investment were 54.35% on the total capital. The average
Sharpe ratio is 1.16 and the average volatility is 0.05 and
the final max drawdown was –8.31. These values indicate
that our model returns a portfolio that has a low level of
risk.

Total returns: it is the sum of an investment’s returns
over a certain time period. This reflects two distinct
investment types:

1 fixed income investment

2 distribution and capital appreciation

Common returns: it is a measure of how much of your
overall returns can be ascribed to common risk variables
like market beta, sectors, momentum, mean reversion,
volatility, size, and value, as estimated by Quantopian. If
all of your results are the same, your algorithm is not doing
anything special and hence is not really useful. 2.71% of
frequent results are shown in Table 3.

Specific returns: it is an excess return that we get from
an asset that is independent of specific returns of other
assets. Table 3 shows 50.60% of common returns.

Sharpe ratio: it is the measure of performance measure
of investment by risk adjustment. It measures the excess
returns for every unit deviation of a trade. Our approach
had a 1.16% Sharpe ratio which is decent shown in Table 3.

Sharpe Ratio =
Ep − Ef

σp
(1)

where

Ep return of portfolio

Ef risk-free rate

σp portfolio additional return’s standard deviation.

Max drawdown: it is the biggest loss recorded between the
graph’s highest and smallest observed points. This is used
to determine a stock strategy’s relative risk.

MDD =
Trough value− Peak value

Peak value
(2)

Volatility: it is the measure of risk and it shows how much
the portfolio fluctuates over time.

Cumulative specific and total returns: cumulative
returns are independent of the time period and us the total
amount of profit or loss from a particular investment. The
common returns are very low which is a good sign for the
model as it means that our algorithm has a low beta and
performs well irrespective of whether the stock prices rise
or fall. Which made the specific return very high (50.60%)
as shown in Figure 9.

Figure 9 Cumulative specific and total returns
(see online version for colours)

Returns over time: returns are gains or losses made by
a particular investment. Returns can be expressed as the
percentage increase or decrease in a particular investment
or it can be quantified in a particular currency. Figure 10
shows that the returns are mostly positive.

Figure 10 Returns over time (see online version for colours)

Rolling portfolio beta to equity: this is shown in Figure 11.
The beta is the risk that can be attributed to the movement
of the market. A beta having the value 1 signifies that a
portfolio follows the trend of the market precisely. Whereas,
a beta having a lower value than 1 means that a portfolio
is less correlated with the overall market. A low beta
value incorporated with a high Alpha value will mean that
the portfolio will make a profit irrespective of the market
movement.
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Figure 11 Rolling portfolio beta to equity (see online version
for colours)

Daily weekly and Monthly returns: Figure 12 illustrates
returns over the daily, weekly and monthly periods are
indicated in the above figure. Each figure gives how much
profit was made in a particular period. The daily, annual
and monthly

Figure 12 (a) Daily returns (b) Weekly returns (c) Monthly
returns (d) Daily quantiles (e) Weekly quantiles
(f) Monthly quantiles (see online version
for colours)

Style exposure: Figure 13 shows, exposure to various
investing styles. The values displayed are the rolling 63-day
mean. The relevant styles are described below:

Figure 13 Expose to momentum, size, value, short-term
reversal and volatility (see online version
for colours)

Ratio of long and short position: we implemented an equal
amount of long and short position strategy as shown in
Figure 14. So at a time, we went long on 250 stocks and
short on 250 stocks. This made our model perform well
both on a bull market and a bear market.

Figure 14 Ratio of long and short position (see online version
for colours)

Daily holdings: from Figure 15, we see the total daily
holdings of our portfolio which never exceeds 500. As we
set our maximum holding limit in our portfolio to be 500.

Figure 15 Daily holdings (see online version for colours)

Gross leverage: Figure 16 shows, we kept our leverage at
max 1.05 and at least 0.96 so that our money would be
utilised but avoided the risk of being liquidated.

Figure 16 Gross leverage (see online version for colours)

All the features that we calculated were later filtered out
and grouped out into their specific dates for trading where
they perform the best. The three categories are weekly
trading, monthly trading and daily trading. We then used
specific different algorithms to trade in order to compare
their performance.

6.1 Time complexity analysis of the model

In Table 4, n is the number of training examples and p is
the number of features.

The proposed feature selection takes a lot of time as
it uses four different types of analysis. The other feature
reduction algorithm and the other standard machine learning
are also mentioned in the table. In the ensemble learning
method, each algorithm had to be trained individually
before the final result. Therefore the combination of the
most efficient algorithm generated the best result as in the
Quantopian platform time is an important factor.
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Figure 17 Descriptive statistics of the synthetic data

Table 4 Time-complexity of the proposed methods and
machine learning algorithms

Algorithm name Time complexity

Proposed feature selection O(pn3)

Feature reduction (ANOVA) O(pn logn)
Naive Bayes O(np)

Logistic regression O(p2n+ p3)

Stochastic gradient descent O(pn2)

Support vector machine O(n2p+ n3)

AdaBoost O(np2)

Random forest O(n2pntrees)

Decision tree O(n2p)

7 Evaluation on synthetic dataset

To further evaluate our model we created two synthetic
datasets. In order to test if our model works both for
normally distributed dataset and non-Gaussian dataset we
use two different types of data generation techniques. All of
the 148 data were used in both the datasets. After running
our feature selection model 25 of the features were selected
for final decision making.

Figure 17 shows mean, standard deviation, minimum
value, maximum value and specific percentile scores that
give a basic idea about the synthetic datasets.

Figure 18 Labels of dataset 1 (uniform) (see online version
for colours)

In Figure 18, the labels are for long and short are
represented by 1 and –1 respectively. The number of each
label is close to 2,500 adding up to a total of 5,000
instances.

Figure 19 Distribution of features in dataset 1 (uniform)
(see online version for colours)

In Figure 19 the distribution of one of the features of the
dataset 1 is shown. The min and max value of the data was
required to generate this non-Gaussian distribution.

The correlation of the final 25 features is shown in
Figure 20. The correlation of the features is important in
determining the relationship between the features. Only one
feature should out of two if they are highly co-related.

Figure 21 shows the boxplot of the 25 selected features.
The values are scaled from 0 to 1. The middle line shows
the mean of the feature. The distribution of the feature
values can be visualised from Figure 21.

Figure 22 is the confusion matrix generated by the
proposed best model. Our model achieves 84.20% accuracy
in the non-Gaussian dataset. Using the values from the
confusion matrix the recall is 82.46%, precision is 85.26%
and the F1 score is 83.84%.

In Figure 23, the labels are for long and short are
represented by 1 and –1 respectively. The number of each
label is close to 2,500 adding up to a total of 5,000
instances.
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Figure 20 Correlation heatmap of dataset 1 (uniform) (see online version for colours)

Figure 21 BoxPlot of the 25 selected features in dataset 1
(uniform) (see online version for colours)

Figure 22 Confusion matrix from the ensemble method on
dataset 1 (uniform) (see online version for colours)

Figure 23 Labels of dataset 2 (Gaussian) (see online version
for colours)

Figure 24 Distribution of features in dataset 2 (Gaussian)
(see online version for colours)
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Figure 25 Correlation heatmap of dataset 2 (Gaussian)

In Figure 24 the distribution of one of the features of the
dataset 2 is shown. The dataset is created using the mean
value and standard deviation of the original data.

The correlation of the final 25 features is shown in
Figure 25. The correlation of the features is important in
determining the relationship between the features. Only one
feature should out of two if they are highly co-related.

Figure 26 BoxPlot of the 25 selected features in dataset 2
(Gaussian) (see online version for colours)

Figure 26 shows the boxplot of the 25 selected features. The
values are scaled from 0 to 1. The middle line shows the
mean of the feature. The distribution of the feature values
can be visualised from Figure 21.

Figure 27 is the confusion matrix generated by the
proposed best model. Our model achieves 88.30% accuracy
in the non-Gaussian dataset. Using the values from the
confusion matrix the recall is 89.70%, precision is 87.36%
and the F1 score is 88.51%.

A greater X-axis value in a ROC curve implies a
larger number of false positives than true negatives. While
a higher Y-axis value implies a greater number of true
positives than false negatives, a lower Y-axis value suggests
a lower number of true positives. As a result, the threshold
is determined by the capacity to balance false positives and
false negatives.

Figure 27 Confusion matrix from the ensemble method on
dataset 2 (Gaussian) (see online version for colours)

Figure 28 ROC curve of the synthetic datasets (see online
version for colours)

It is evident from Figure 28 that the AUC for the ensemble
model on Gaussian data ROC curve is higher than that for
the non-Gaussian data ROC curve. Therefore, we can say
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that our model does a better job of classifying the positive
class in the normally distributed dataset. The AUC value
of our model in the normally distributed dataset is 0.8814
and the AUC value of our model with uniformly distributed
dataset is 0.8449.

Table 5 Proposed model performance on synthetic data

Type of Accuracy Precision Recall F1-score AUC-score
dataset

Normally 88.30% 87.36% 89.70% 88.51% 0.8814
distributed
Uniformly 84.20% 85.26% 82.46% 83.84% 0.8449
distributed

Table 5 shows that the proposed model works better when
dataset is normally distributed. As most stock data is
normally distributed that is why the proposed model is
finely tuned to work better with normally distributed data.
However, the model also performs quite well achieving
84.20% accuracy and quite good in other performance
matrices as shown in Table 5.

8 Comparison with other models

The most important part of our model is our novel feature
calculation and selection method. For this reason even
with the huge drawbacks of the Quantopian platform our
model performs on par with the state-of-the-art models that
perform quantitative Trading as can be seen from Table 6.
The biggest advantage of our proposed model is that the
feature selection method can be added to any decision
making model to make better predictions.

Table 6 Comparison of proposed model with state-of-the-art
models

Author Time Returns Trading Method used
period frequency

Dai et al. 5 years 30.66% 30 days SVM and
(2012) logistic

regression
Chen et al. 7 years 103% 30 days LSTM
(2017)
Vo et al. 3 years 50.78% 1 year Reinforcement
(2019) learning
Proposed 8 years 54.35% 1 day Ensemble
model learning

with feature
selection

Table 6 shows that the proposed model performs better
than the model of Dai and Chen. Moreover, the feature
extraction and selection method can select the best feature
for trading in any time-period. Therefore, this model can be
incorporated with any model to significantly improve the
quality of the features.

9 Findings and research challenges

In the instance of stock market trading, it is evident
that ensemble learning provided a superior outcome
than employing a single algorithm, as shown through
experiments. Furthermore, it became evident that the feature
extraction portion of a stock trading algorithm is the
most crucial aspect. Because of the high quality of the
features employed in 1 day trading, the algorithm produced
54.35% profit over the period of 8 years. The weekly and
monthly algorithms, on the other hand, did not perform
as well owing to their characteristics. Our most important
contribution is that we identified which characteristics
should operate well for which time range using statistical
metrics. Over a one-day period, the model can clearly
represent the market’s tendency.

The Quantopian platform does not allow users to
download their data; therefore, the model was restricted to
the limitations of Quantopian. The highest data look back
for daily trading was 200 days before the current trading
day. In the case of weekly and monthly trading, the days
were 150 days and 100 days, respectively. Due to these
constraints, the weekly and the monthly trading algorithm
could not perform as well as the daily trading algorithm.

We were unable to utilise Pipeline to train our model
due to a lack of resources, and as a result, we were unable
to train our models without exceeding the time limit for
various methods. High frequency trading, such as hourly
trading, is especially difficult to execute since Quantopian
lacks functionality for hourly trading. We also could not use
any form of neural network since Quantopian would not
let us use Keras for tensor flow. Furthermore, we would
have been able to run our own neural network over the data
for better results if we had greater access to trade data, but
we were unable to do so since Quantopian does not allow
downloads of their datasets. We could have produced better
and more accurate outcomes if we had greater resources and
access to trade data.

10 Conclusions and future works

This thesis applied novel methods on the stock market of
the USA and validated the data in an external synthetic
dataset. In this research, we demonstrated a new feature
selection method for trading with different time-frames.
The results reflect success of the model in a live trading
environment. For future implementation purposes, we
intend to design our own reinforcement learning algorithm
that will be specifically tailored for this purpose. In order
to get better results, we would like to try high-frequency
trading, preferably minutely and hourly. There is also a new
platform called QuantConnect which offers more flexibility
than Quantopain where we can do our future work without
the stated limitations.
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Information sharing statement

In order to ensure reproducibility of our research we
published our entire work at: https://github.com/amanat9/
QuantopianThesis.
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