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Abstract: Feature selection is one of the most significant procedures in 
machine learning algorithms. It is particularly to improve the performance and 
prediction accuracy for complex data classification. This paper discusses a 
hybrid feature selection technique with the decision tree-based classification 
algorithm. The feature selected using information gain (IG) is combined with 
the features selected from ReliefF which generates the resultant feature subset. 
Then the resultant feature subset is in turn combined with a correlation-based 
feature selection (CFS) method to generate the aggregated feature subset. To 
perform classification accuracy on the aggregated feature subset, different 
decision trees-based classification algorithm such as C4.5, decision stumps, 
naive Bayes tree, and random forest with ten-fold cross-validation have been 
deployed. To check the prediction accuracy of the proposed work eight 
different multilevel University of California, Irvine (UCI) machine learning 
datasets have been used with minimum to maximum numbers of features. The 
main objective of the hybrid feature selection is to improve the classification 
accuracy, prediction and to reduce the execution time using standard datasets. 
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1 Introduction 

Feature selection plays a major role in applicable fields such as data mining, image 
processing, artificial intelligence, pattern recognition, medical data, Bioinformatics 
(Wang and Wu, 2013). The high-dimensional data categorised by a large number of 
features seriously reduces the performance of learning algorithms. In the  
high-dimensional classification tasks, the features are usually grouped into three types 
such as redundant, relevant, irrelevant features (Stanczyk and Jain, 2015). The feature 
selection techniques are divided into three main types: filters (Liu and Dougherty, 2005) 
wrappers (Kohavi and John, 1997) and embedded method (Guyon et al., 2006). The filter 
approach, without dependency on any machine learning algorithm, provides faster result, 
but provides less reliability when compared to the wrapper approach. Alternatively, the 
wrapper approach is dependent on any one of the classifying algorithms, but performs 
very slowly for large feature sets that contain more than thousands of features but it 
generates better results. Menghour and Souici-Meslati (2014) have proposed algorithms 
for feature selection based on classical feature ranking approaches, furthermore different 
variants of ACO and binary PSO are used for e-mail classification. 

The hybrid approach is a decent combination of the two methods to overcome these 
issues. In the hybrid method (Hsu et al., 2011; Yang et al., 2011), attributes are filtered 
initially, and then determined by the wrapper approach. It is frequently initiated that, the 
hybrid method is capable of finding a better solution, while a single technique frequently 
traps into an unformed solution (Liu et al., 2013). The hybrid feature selection based on 
multi-filter weights and multi-feature weights is presented (Wang and Feng, 2019). The 
hybrid methods are highly successful than a single filter approach for dimensionality 
reduction because they were capable of generating a higher reduction rate without the 
damage of classification precision in several circumstances (Ghareb et al., 2016). 

Decision trees are dominant learning methods which are able to organise the 
information extracted for a training dataset in a hierarchical structure. The medical and 
scientific fields have extensively used decision tree method, of different computational 
technique that uses flowchart identical tree structures (Tung et al., 2005). The decision 
tree is a popular and comprehensive classification algorithm in machine learning since it 
is the precision and flexibility in representing the classifying procedure (Jiang and Cai, 
2009). Decision trees are a linear technique which is easy to understand and recognise 
(Chen et al., 2014). There are several specific decision-tree algorithms, Iterative 
Dichotomiser 3 (ID3) proposed by Quinlan in 1986 and its enhanced version C4.5 
(Quinlan, 1993) are two of the well-known classifiers (Tan and Liang, 2012). 

The performance of the proposed hybrid feature subset selection methods is evaluated 
against those of existing Decision tree-based classification algorithm (Jiang and Cai, 
2009) such as C4.5 (Quinlan, 1993, 1996; Cheng et al., 2010), decision stumps (Iba and 
Langley, 1992; Jian et al., 2007), naïve Bayes tree (Kohavi, 1996; Wang et al., 2015) and 
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random forest (Breiman, 2001; Calderoni et al., 2015) are classifiers using the 
classification accuracy, precision, and 10-fold cross validation on 8 datasets from UCI 
machine learning repository. 

The UCI (University of California, Irvine) machine learning repository is a collection 
of databases, domain models, and information generators that are used by the machine 
learning community for the experiential analysis of machine learning algorithms. The 
archive was formed as an ftp archive in 1987 by David Aha and fellow scholar at UC 
Irvine (Asuncion and Newman, 2007). Multilevel datasets are the datasets with mixtures 
of various datasets like medical datasets, forecasting datasets, chemical datasets and 
written numerals (‘0’–‘9’) extracted from a collection of Dutch utility maps datasets. The 
dataset consists of a minimum numbers to maximum numbers of attributes and instances. 
The attribute characteristics are also categorised into nominal and numeric datasets. 

The objective of this research is to develop a hybrid feature subset selection method, 
combining both feature subsets from information gain and ReliefF. The resultant feature 
subset is combined with correlation-based feature subset selection for getting aggregated 
feature subset. The main purpose of this hybrid feature selection is to increase the 
classification accuracy, predictability and reduction in the execution time of the 
repository datasets. This article has been outlined as follows: Section 2 entails the details 
about related work and literature survey conducted. Section 3 describes the methodology 
of the hybrid feature selection, framework and algorithm design of the proposed hybrid 
feature selection approach. Section 4 provides the details on the datasets used and the 
result is discussed. Section 5 concludes the proposed work. 

2 Literature review 

In this section, we review the recent research on hybrid feature selection techniques in 
various datasets and also review some of the existing feature selection methods and 
weakness of a method. 

The rapid increase in the numbers of large datasets within many domains allows 
extraordinary challenges to data mining (Han and Kamber, 2011). From the above, a few 
studies have examined the feature selection issue in high dimensional data and applied 
hybrid methods with two feature selection algorithms. Most of the feature selection 
approaches discussed above does not converse about the computational time. This 
motivates why not to go with three feature selection algorithms to select features subsets, 
and address the computational time with each datasets which is proposed in this paper. 

3 Methodology 

In this section, the hybrid feature subset selection is displayed in Figure 1. The parts of 
the feature selection methods are explained in the next subsections. 
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3.1 Feature selection methods 

The proposed work has considered three various attribute evaluators such as,  
correlation-based feature selection (CFS) (Koprinska et al., 2015), information gain (IG) 
and ReliefF (Zeng et al., 2015). 

3.1.1 Information gain 
Information gain (IG) is a univariate technique that selects attributes on the basis of the 
information input related to the class variable without reflecting feature interaction 
(Kullback, 1952). Information gain has been calculated using Shannon’s entropy 
measurement. High entropy states that the distribution is uniform, and low entropy states 
that the distribution is grouped around a point (Dag et al., 2012). Information gain pays 
mutual consideration of data distribution (Lin, 2013). Information, measures the 
predictable reduction in entropy of the class before and after perceiving the attributes. 
Information is frequently used to estimate the applicable degree of feature when building 
a decision tree (Wu et al., 2008). 

Figure 1 Hybrid feature selection framework 
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Table 1 Literature review 

 

Pa
pe

rs
 

M
et

ho
ds

 
W

ea
kn

es
s 

D
at

as
et

s 

Li
u 

et
 a

l. 
(2

01
4)

 
H

yb
rid

 m
et

ho
d 

(H
BM

) c
om

bi
ne

s t
he

 d
oc

um
en

t 
fre

qu
en

cy
 a

nd
 te

rm
 fr

eq
ue

nc
y 

in
 th

e 
fe

at
ur

e 
se

le
ct

io
n 

pr
oc

es
s. 

Pa
ra

m
et

er
 o

pt
im

isa
tio

n 
co

m
bi

ne
s t

he
 h

ig
h 

ac
cu

ra
cy

 o
f w

ra
pp

er
 m

et
ric

 in
 fe

at
ur

e 
se

le
ct

io
n.

 
Fo

ur
 b

en
ch

m
ar

k 
co

rp
or

a 
da

ta
se

ts 
w

er
e 

us
ed

: 
PU

1,
 L

in
gS

pa
m

, S
pa

m
A

ss
as

sin
, a

nd
 T

re
c2

00
7 

A
po

llo
ni

a 
et

 a
l. 

(2
01

6)
 

BD
E-

X
Ra

nk
 a

nd
 B

D
E-

X
Ra

nk
f a

re
 tw

o 
al

go
rit

hm
s w

hi
ch

 c
om

bi
ne

 a
 w

ra
pp

er
 fe

at
ur

e 
se

le
ct

io
n 

te
ch

ni
qu

e 
ba

se
d 

on
 a

 b
in

ar
y 

di
ffe

re
nt

ia
l 

ev
ol

ut
io

n 
(B

D
E)

 a
lg

or
ith

m
 w

ith
 a

 ra
nk

-b
as

ed
 

fil
te

r f
ea

tu
re

 se
le

ct
io

n 
te

ch
ni

qu
e.

 

Th
e 

fit
ne

ss
 fu

nc
tio

n 
is 

de
sc

rib
ed

 a
s a

 w
ei

gh
te

d 
lin

ea
r a

gg
re

ga
tio

n 
fu

nc
tio

n 
in

 o
rd

er
 to

 h
an

dl
e 

th
e 

tw
o 

ob
je

ct
iv

es
 a

s a
 si

ng
le

 o
bj

ec
tiv

e 
pr

ob
le

m
. 

Si
x 

da
ta

se
ts 

w
er

e 
us

ed
: c

ol
on

 tu
m

ou
r, 

le
uk

em
ia

, l
un

g 
ca

nc
er

, l
ym

ph
om

a-
D

LB
CL

, 
ov

ar
ia

n 
ca

nc
er

, p
ro

sta
te

 c
an

ce
r 

H
su

 e
t a

l. 
(2

01
1)

 
H

yb
rid

 w
ith

 F
-s

co
re

 a
nd

 in
fo

rm
at

io
n 

ga
in

 (I
G

) a
re

 
th

e 
m

os
t v

ita
l o

f p
re

lim
in

ar
y 

sc
re

en
in

g.
 In

ve
rs

ed
 

se
qu

en
tia

l f
lo

at
in

g 
se

ar
ch

 a
pp

ro
ac

h 
is 

us
ed

 a
s f

in
e 

tu
ni

ng
. 

Ti
m

e 
co

m
pl

ex
iti

es
 h

av
e 

no
t b

ee
n 

ad
dr

es
se

d 
in

 th
is 

m
et

ho
d.

 A
cc

ur
ac

y 
w

ith
 5

-fo
ld

 c
ro

ss
 v

al
id

at
io

n 
in

 
pe

rc
en

ta
ge

 is
 u

se
d 

he
re

. 

Tw
o 

da
ta

se
ts 

w
er

e 
us

ed
: A

LL
/A

M
L,

 lu
ng

 
ca

nc
er

 

Sa
ng

ai
ah

 a
nd

 K
um

ar
 

(2
01

8)
 

Re
lie

fF
 fe

at
ur

e 
re

du
ct

io
n 

w
ith

 e
nt

ro
py

-b
as

ed
 

ge
ne

tic
 a

lg
or

ith
m

 fo
r b

re
as

t c
an

ce
r r

ec
og

ni
tio

n 
A

bi
lit

y 
to

 m
ak

e 
re

du
ce

d-
siz

e 
su

bs
et

 o
f r

el
ev

an
t 

fe
at

ur
es

 w
hi

le
 y

ie
ld

in
g 

su
bs

ta
nt

ia
l c

la
ss

ifi
ca

tio
n 

ac
cu

ra
cy

 fo
r h

ug
e 

da
ta

se
ts 

W
isc

on
sin

 b
re

as
t c

an
ce

r d
at

as
et

 

Be
n 

Br
ah

im
a 

an
d 

Li
m

am
 (2

01
6)

 
Fi

lte
r s

ta
ge

: h
yb

rid
 in

sta
nc

e-
ba

se
d 

ca
nd

id
at

e 
fe

at
ur

e 
su

bs
et

 se
le

ct
io

n,
 w

ra
pp

er
 st

ag
e:

 
co

op
er

at
iv

e 
su

bs
et

 se
ar

ch
 (H

IB
-C

SS
). 

Th
e 

ch
al

le
ng

e 
in

 th
is 

m
et

ho
d 

is 
th

at
 it

 c
ha

ng
es

 th
e 

pr
ob

le
m

 o
f t

he
 sm

al
l s

am
pl

e 
siz

e 
to

 a
 to

ol
 th

at
 

al
lo

w
s s

el
ec

tin
g 

on
ly

 li
m

ite
d 

su
bs

et
s o

f v
ar

ia
bl

es
 

to
 b

e 
ev

al
ua

te
d.

 

Ei
gh

t d
at

as
et

s w
er

e 
us

ed
: D

LB
CL

, b
la

dd
er

, 
ly

m
ph

om
a,

 p
ro

sta
te

, b
re

as
t, 

CN
S,

 lu
ng

, G
ise

tte
 

Ch
ua

ng
 e

t a
l. 

(2
01

1)
 

H
yb

rid
 u

sin
g 

co
rre

la
tio

n-
ba

se
d 

fe
at

ur
e 

se
le

ct
io

n 
(C

FS
) a

nd
 T

ag
uc

hi
-g

en
et

ic
 a

lg
or

ith
m

 (T
G

A
). 

W
ra

pp
er

 a
pp

ro
ac

he
s n

or
m

al
ly

 o
ut

pe
rfo

rm
 fi

lte
r 

ap
pr

oa
ch

es
 in

 te
rm

s o
f p

re
di

ct
io

n 
ac

cu
ra

cy
. 

El
ev

en
 d

at
as

et
s w

er
e 

ta
ke

n 
fro

m
  

ht
tp

://
w

w
w

.g
em

s-
sy

ste
m

.o
rg

: 9
_t

um
or

s, 
11

_t
um

or
s, 

14
_t

um
or

s, 
br

ai
n_

tu
m

or
1,

 
br

ai
n_

tu
m

or
2,

 D
LB

CL
, L

eu
ke

m
ia

1,
 

Le
uk

em
ia

2,
 L

un
g_

ca
nc

er
, S

RB
CT

, 
Pr

os
ta

te
_t

um
or

 
Ch

ie
w

 e
t a

l. 
(2

01
9)

 
H

EF
S,

 a
 n

ov
el

 C
D

F-
g 

al
go

rit
hm

 is
 u

se
d 

to
 

ge
ne

ra
te

 p
rim

ar
y 

fe
at

ur
e 

su
bs

et
s. 

Th
e 

ne
xt

 p
ha

se
 

pr
od

uc
es

 a
 se

t o
f b

as
el

in
e 

fe
at

ur
es

, f
ro

m
 th

e 
se

co
nd

ar
y 

fe
at

ur
e 

su
bs

et
s b

y 
us

in
g 

a 
fu

nc
tio

n 
pe

rtu
rb

at
io

n 
en

se
m

bl
e.

 

H
EF

S 
pe

rfo
rm

s n
ot

 m
uc

h 
ac

cu
ra

cy
 w

hi
le

 u
sin

g 
th

e 
cl

as
sif

ie
rs

 li
ke

 d
ec

isi
on

 st
um

p 
an

d 
na

iv
e 

Ba
ye

s. 

Ph
ish

in
g 

da
ta

se
t f

ro
m

 th
e 

U
ni

ve
rs

ity
 o

f 
Ca

lif
or

ni
a 

Irv
in

e 
(U

CI
) r

ep
os

ito
ry

. 

X
ie

 e
t a

l. 
(2

01
3)

 
Th

e 
ge

ne
ra

lis
ed

 F
-s

co
re

 a
pp

lie
s t

o 
ra

nk
 fe

at
ur

es
, 

an
d 

SF
S 

an
d 

SF
FS

 a
nd

 S
BF

S 
ar

e 
us

ed
 to

 se
le

ct
 

th
e 

es
se

nt
ia

l f
ea

tu
re

s. 

Co
m

pu
ta

tio
n 

co
sts

 a
re

 h
ig

h 
Er

yr
he

na
to

-s
qu

am
ou

s d
ise

as
es

 d
at

as
et

 fr
om

 
U

CI
 

K
an

na
n 

an
d 

Ra
m

ar
aj

 
(2

01
0)

 
G

en
et

ic
 a

lg
or

ith
m

 (G
A

) a
nd

 lo
ca

l s
ea

rc
h 

(L
S)

 
w

ith
 c

or
re

la
tio

n-
ba

se
d 

fil
te

r r
an

ki
ng

 a
re

 
co

m
bi

ne
d.

 

Th
e 

ra
nk

in
g 

of
 fe

at
ur

es
 b

as
ed

 o
n 

th
e 

fil
te

r 
ap

pr
oa

ch
es

 h
as

 li
ne

ar
 ti

m
e 

co
m

pl
ex

ity
 in

 te
rm

s o
f 

fe
at

ur
e.

 D
im

en
sio

na
lit

y.
 

Ei
gh

t g
en

e 
ex

pr
es

sio
n 

da
ta

se
ts 

fro
m

 U
CI

 
re

po
sit

or
y:

 B
re

as
t, 

CN
S,

 L
eu

ke
m

ia
, 

Le
uk

em
ia

_3
c,

 L
eu

ke
m

ia
_4

c,
 O

va
ria

n,
 

SR
BC

T,
 M

LL
 



   

 

   

   
 

   

   

 

   

    Effective hybrid feature subset selection for multilevel datasets 211    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

3.1.2 ReliefF 
Relief algorithm is dealing with the incomplete, multi-class and noisy data. In ReliefF 
algorithm, k nearest HIT and the k nearest MISS instance are identified instead of finding 
one nearest HIT and MISS instance. To understand with the multi-class issue, the 
algorithm discovers one near miss instance for each various class and medians the 
updated weight (Kononenko, 1994). ReliefF calculates the weights of attributes by 
averaging the margin of every attribute (Wei et al., 2014). The ReliefF algorithm pursues 
the filter method; meanwhile it does not use the response from the classifier to assign the 
weights to the attributes (Kononenko et al., 1997). 

3.1.3 Correlation-based feature selection 

CFS is a common filter approach that ranks attribute subsets according to a  
correlation-based experiential evaluation utility. The bias of the experiential evaluation 
utility is toward subsets that include attributes that are extremely correlated with the class 
and uncorrelated with instances. Irrelevant attribute must be ignored since they will have 
a low correlation with the class. Redundant attributes must monitor out because they will 
be highly correlated with the remaining attributes (Hall, 1999). The CFS method scores 
and ranks subsets of attributes, rather than individual attributes (Hall, 2000). CFS is a 
multivariate subset filter approach. It uses a search algorithm combined with an 
evaluation utility to estimate the value of attribute subsets. The implementation of CFS is 
used by Bolon-Canedo et al. (2014) and applied as the forward best first search as its 
search algorithm. 

3.2 Hybrid feature selection methodology 

The hybrid feature selection is attained by combining both filter and wrapper approach 
aiming at the better classification accuracy and reduced computational time. The hybrid 
feature subset selection techniques frequently compiled with two parameters viz., 
attribute evaluator and search methods. The attribute evaluator is the strategy by which 
subset of features are allocated. For instance, they might be allocated by creating a model 
and assessing the precision of the model. 

Three different attribute evaluators are used in hybrid model such as,  
correlation-based feature selection (CFS), information gain (IG) and ReliefF. Meanwhile, 
two various search methods such as, best-first (Russell and Norvig, 2003) and ranker 
(Witten and Frank, 2009) are applied. The search method is designed in which the search 
area of conceivable attribute subsets is traversed based on the subset assessment. The 
information gain generates a set of feature subset and on the other hand ReliefF also 
generates another set of feature subsets. Similarly, the correlation-based feature selection 
generates a set of feature subsets. All generated feature subsets from different methods 
are merged with two various techniques such as intersection (INS) and exclusive OR. 
Figure 1 shows the framework of the hybrid feature selection. 
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3.3 First stage: information gain with ReliefF 

Information gain is applied to find the finest split feature in the decision tree classifier. 
Let pi be the probability that an arbitrary tuple in A belongs to class Cj, estimated by  
|Cj,A|/|A| predictable information (entropy) needed to classify a tuple in A: 

( ) ( )2
1

( ) log
m

i j i j
j

Info A p c p c
=

= −  (1) 

The entropy of A after perceiving another variable b is defined as: 

( ) ( )2
1

( | ) log
m

i j i j
j

Info A b p c b p c b
=

=  (2) 

The gain showing the amount of extra information about A delivered by b, is measured by 

( | ) ( ) ( | )Gain A b Info A Info A b= −  (3) 

Information gain is an attribute evaluator that evaluates the value of a feature by 
weighing the attributes with respect to the class. InformationGain(Class, Feature) = 
B(Class) – B(Class | Feature) where B is information entropy. 

Ranking is a search method that ranks features by their individual assessments. The 
ranker involves the parameter with the number of attributes to retain and the default value 
(–1) indicates that all the attributes are to be retained; hence to reduce the attribute set, 
either use attribute retainer or a threshold. Threshold is a parameter by which attributes 
can be discarded as the basics of the threshold value. The default value is –1.798 that 
states that no attributes are rejected. In the first stage of the attribute selection method, 
information gain is used as attribute evaluator and ranker is used as a search method to 
generate feature subsets. The evaluation classes will provide a score for each attribute and 
ranks the attribute’s base on the scores. Therefore, the generated feature subset is 
considered as the feature subset 1. 

ReliefF evaluates the value of a feature through frequent sampling, instance and 
reflecting the value of the particular feature of the nearest instance of the similar and 
dissimilar class. It operates both on discrete and continuous class data. 

To deal with the multi-class issue, the algorithm finds one near miss instance for each 
different class and averages the updated weight using the formula: 

( ) ( ) ( , , ) [ ( ) ( , , ( ))]W A W A diff A Yi H s P C Y diff A Yi M C s= − +  

Let A and C be the attributes and classes respectively. Let the sample be S with size ‘s’. 
Let the weights for all the attributes is denoted as W(A), nearest hit H and nearest miss M, 
and continuous attribute A. 

Next, the attribute selection method ReliefF is used as attribute evaluator and ranker is 
used as a search method to generate feature subsets; this feature subset is considered as 
the feature subset 2. 

ReliefF will perform with various parameters such as number of nearest neighbours is 
counted as 10 for attribute estimation without disturbing the default value. Next the 
sample size, i.e., number of instances to sample at –1 indicates that all instances will be 
used for attribute estimation. Seed is another parameter; the size of the seed is taken as 1 
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which is used for random sampling the instance. Sigma is a distance scaling factor, for 
observation i, influence on the attribute weights from its nearest neighbour j is multiplied 
by exp((–rank(i, j)/sigma)2), where rank(i, j) is the position of j in the list of nearest 
neighbours of i sorted by distance in the ascending order. The finishing parameter 
WeightByDistance is used to weigh the nearest neighbours by their distance. 

Now these feature set 1 and feature set 2 are combined to yield a new feature subset, 
considered as a primary tuned feature set. Intersection and XOR are the two unification 
techniques applied to combine the feature subset. Based on the ranker, all the features are 
ranked by the weights and several features are selected. To select the most significant 
feature subsets the threshold value is assigned. The threshold value assigned for 
information gain is 0.02 and ReliefF respectively 0.06. At the bases of the threshold 
values, the attributes are weighed and the attributes are ranked. The value is assigned by 
using an iteration method, and is checked for various data sets. With respect to a 
threshold value, two sets of feature subsets are obtained in the initial stage. 

Figure 2 Combined model with intersection and exclusive OR 

 

Thereby the selected feature subsets are merged with intersection and XOR to generate 
primary tuned feature subset for the further process. Feature subset is assigned by the 
particular values viz, first feature subsets as FS1 = {}, Second feature subset as FS2 = {}, 
and the feature original subset as FS = {}. Revising the description of the entire set FS 
succeeds as a subset of FS1 and FS2, therefore, some set is a subset of itself. The 
combining model of Exclusive OR and intersection are shown in Figure 2. Thus ‘FS1 is a 
subset of FS’ denoted as FS1 ⊂ FS. 

Figure 3 shows how the intersection and XOR are generated from primary tuned 
feature subset selection for lung cancer. The lung cancer datasets contain 57 features 
which are defined as original feature. Information gain, a feature selection method is 
introduced to select a set of feature subsets and 49 features are selected, followed by the 
ReliefF method and 25 features are selected. Then feature subsets are merged with 
intersection and XOR. The subsets are stored in FSIG = { } as an information gain subset 
and FSReF = {} as ReliefF subset. Intersection method is performed with both feature 
subsets (FS1 and FS2) then generate 25 feature subsets as resultant subset and the results 
of the subsets are stored in Res1ISN = intersect(FSIG, FSReF). Similarly XOR method is 
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executed, then generate 24 feature subsets as resultant subset and the results of the 
subsets are stored in Res1XoR = setxor(FSIG, FSReF) for further process. 

Figure 3 Generation of primary tuned feature subset for lung cancer 

 

3.4 Second stage: primary tuned FS with CFS 

CFS is a multivariate subset filter algorithm. Correlation-based feature selection weighs 
the subset of features with the separate predictive competence of every feature using the 
degree of redundancy amongst them. However, having the low inter correlation is 
preferred for feature subsets that are extremely associated with the class (Hall, 1999). The 
estimation function considers the convenience of individual features for predicting the 
class label also the level of correlation between them. It is expected that the best feature 
subset will have features much correlated with the class and interrelated with one another. 
The evaluation function can be seen in the following equation: 

( 1)
cf

S

ff

ar
r

a a a r
=

+ −
 (4) 

where rS is the r of an attributes subset S having ‘a’ attributes, rcf is the average attribute 
and class correlation, and rff is the average attribute of feature inter-correlation. 
(Asuncion and Newman, 2012). To boost the classification accuracy again, one more 
feature selection technique CFS is used. The Correlation-based feature selection is used 
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as attribute evaluator and best-first search is used as search method; to generate feature 
subsets; this feature subset is considered as the feature subset 3. 

3.4.1 Algorithm for hybrid feature subset selection 

Begin 
Set original feature subset = FS 
Set training data and test data = t 

Rank the features according to the weights 
t ∈ FS 
then add to the intersection list 

Select FS1 and FS2 set threshold V = 0.02 and 0.06 
Training subset t is trained with features in the selected feature subset 

If V > FS 
For each t ∈ FS 
Feature sets are FS1 = {}, FS2 = {}, and FS3 = {} 
To perform intersection 

FS1 ∩ FS2 = {x | x ∧ FS1 ∧ x ∈ FS2} 
To perform exclusive OR 
The XOR operation FS1.FS2 is identical to non-equivalence FS1 ≠ FS2. 
FS1 ⊕ FS2 can be implemented using AND and OR as 

FS1 ⊕ FS2 = (FS1 ∧ !FS2) ∨ (!FS1 ∧ FS2) 

= (FS1 ∨ FS2) ∧ (!FS1 ∨ !FS2) 
PTFS = Primary tuned feature subset is equipped for the next execution 

To perform with CFS feature subset 
Consider CFS FS as FS3 
To perform intersection 

PTFS ∩ FS3 = {x | x ∈ PTFS ∧ x ∈ FS3} 
To perform exclusive OR 

PTFS.FS3 = (PTFS .!FS3) .(!PTFS .FS3) 
= (PTFS .FS2) . (!PTFS .!FS3) 

AFS =Aggregate feature subset is generated 
End 

The correlation subset evaluator works with two parameters, i.e., locally predictive and 
missing separate. Locally predictive is used to identify locally predictive attributes. The 
extreme limitation of correlation-based feature selection is its failure to select attributes 
that have locally predictive values when they are overshadowed by robust, globally 
predictive attributes. Some locally predictive attributes that are genuinely useful will help 
in predicting instances that it learns from the previous iteration. 

Missing separate data values are treated as a separate value when calculating 
correlations. But, if the missing represents truly missing data, then a sophisticated 
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structure such as distributing the counts related to missing entries across the values of an 
attribute might be more suitable. Best-first may start with the empty set of attributes and 
search forward, or start with the full set of attributes and search backward, or start at any 
point and search in both directions (by considering all possible single attribute additions 
and deletions at a given point). 

The search direction for a CFS with best-first is search by forward search direction. 
Lookup cache size is set at 1 of the lookup cache to evaluate subsets. This is expressed as 
a multiplier of the number of attributes in the dataset. Such search term is used to set the 
amount of backtracking here value is set at 5. Starter set is used to set the starting point 
for the search. This is specified as a comma separated list of attribute indexes starting  
at 1. 

Figure 4 shows how the intersection and XOR are generated for the aggregated 
feature subset selection for lung cancer. The lung cancer datasets contain 57 features 
which are defined as original feature. Correlation-based feature selection, a feature 
selection approach is introduced to select a set of feature subset and 8 features are 
selected, followed by intersection method in which 25 features are selected. Then feature 
subsets are merged with intersection and XOR. The subsets are stored in FSCFS = { } as 
a correlated feature selection subset and Res1ISN = { } as intersecting subset. 
Intersection method is performed with both subsets then a resultant subset with 5 features 
is generated and the results of the subsets are stored in Res2ISN=intersect(FSCFS, 
Res1ISN). Correlation-based feature selection, a feature selection approach is introduced 
to select a set of feature subsets and 8 features are selected, followed by exclusive OR 
method and 24 features are selected. 

Figure 4 Generation of aggregated feature subset for lung cancer 
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Then feature subsets are merged with intersection and XOR. The subsets are stored in 
FSCFS = { } as a correlated feature selection subset and Res1XoR = { } as XOR subset. 
Exclusive OR method is performed with both subsets then a resultant subset with 26 
features is generated and the results of the subsets are stored in Res2XoR = 
setxor(FSCFS, Res1XoR). Now the yielded feature subset 3 is combined with the 
primary tuned feature sets, therefore another new feature subset is generated which is 
considered as an aggregated feature subset. The unification method intersection and 
exclusive OR are used with the full training set to combine the feature subsets. The 
aggregated feature subset is now considered as a final feature subset to find the 
classification accuracy. Decision tree-based classification algorithms such as C4.5, 
Decision Stumps, Naïve Bayes Tree, and Random Forest with 10 fold cross-validations 
are used to perform the experimental results and to obtain the significant and statistical 
outcomes. 

4 Results 

In this section, we calculate the performance of the proposed algorithm, and show the 
experimental results compared with the other three different types of feature subset 
selection algorithms using eight various UC Irvine datasets correspondingly. 

4.1 Datasets 

To perform a comparative evaluation of the various feature selection methods viz., 
information gain, ReliefF, correlation-based feature subsets and proposed hybrid feature 
selection approach, eight different multilevel UCI Machine Learning Repository datasets 
were used with minimum to maximum numbers of features, instances and classes. The 
description of the dataset is given in Table 2. 
Table 2 Dataset descriptions 

S. no. Name of dataset No. of features No. of instances No. of classes 
1 Lung cancer 57 32 3 
2 Prostate_tumorVSNormal 12,601 34 2 
3 Ovarian 15,155 253 2 
4 Ozone 73 2,536 2 
5 SRBCT 2,309 83 4 
6 Gas 130 136 6 
7 lsvt-voice-rehabilitation 311 87 2 
8 mfeat Fourier 77 688 10 

4.2 Experimental results 

The classification accuracy is enumerated with a various decision tree-based classifiers 
such as C4.5, Decision Stump, Random forest and Naive Bayes tree classifiers. The 
complete experiment is tested with 10 fold cross validation for all the feature selection 
methods. 
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Table 3 Classification accuracy of various feature selection methods with C4.5 classifier 

Dataset /CA-IG/ 
(%) 

/CA-ReliefF/ 
(%) 

/CA-CFS/ 
(%) 

/CA-XOR/ 
(%) 

/CA-ISN/ 
(%) 

Lung cancer 75 75 78.13 71.88 93.75 
Prostate_tumorVSNormal 85.29 85.29 94.12 94.12 94.12 
Ovarian 96.44 97.63 96.04 96.05 96.05 
Ozone 96.85 96.84 96.88 96.65 97.12 
SRBCT 85.54 86.75 85.54 86.75 86.75 
Gas 92.65 91.91 94.87 94.18 94.87 
lsvt-voice-rehabilitation 73.56 82.76 80.46 79.31 85.06 
mfeat Fourier 88.01 87.94 88.37 88.23 88.66 

Table 3 shows the comparative results of classification accuracy of various feature 
selection methods with C4.5 classifiers. Different abbreviations are used, a number of 
original features /OF/, number of features selected using information gain /FS-IG/, 
number of features selected in relief /FS-ReliefF/, number of features selected in 
correlation-based feature selection /FS-CFS/, number of features selected in exclusive 
OR /FS-XOR/, number of features selected in intersection /FS-ISN/ and classification 
accuracy /CA/. From the given eight datasets the hybrid intersection method yields  
better classification accuracy for five datasets viz., lung cancer, ozone, gas,  
lsvt-voice-rehabilitation and mfeat Fourier datasets. Accuracy remains same for the other 
datasets such as, prostate_tumor VSNormal and SRBCT datasets. Classification accuracy 
remains same for XOR and CFS methods in the prostate_tumor VSNormal dataset, 
similarly for XOR and ReliefF methods in the SRBCT datasets. SRBCT dataset yields 
better classification accuracy in ReliefF, XOR and Intersection methods. Prostate_tumor 
VSNormal dataset yields better classification accuracy for CFS, XOR and Intersection 
methods. 
Table 4 Classification accuracy of various feature selection methods with decision stump 

Dataset /CA-IG/ 
(%) 

/CA-ReliefF/ 
(%) 

/CA-CFS/ 
(%) 

/CA-XOR/ 
(%) 

/CA-ISN/ 
(%) 

Lung cancer 75 75 75 71.88 90.63 
Prostate_tumorVSNormal 100 97.06 91.18 91.18 91.18 
Ovarian 97.23 96.84 97.23 97.23 97.23 
Ozone 97.12 97.12 97.12 97.12 97.12 
SRBCT 54.22 54.22 54.22 54.22 54.22 
Gas 60.29 61.03 61.03 61.03 61.03 
lsvt-voice-rehabilitation 75.86 75.86 75.86 75.86 75.86 
mfeat Fourier 56.98 56.98 56.98 56.98 56.98 
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Table 4 shows the comparative results of classification accuracy of various feature 
selection methods with decision stump classifiers. From the given eight datasets, the 
hybrid intersection method yields a better classification accuracy of the lung cancer 
dataset and meanwhile classification accuracy remain same for six datasets: ovarian, 
ozone, Gas, SRBCT, lsvt-voice-rehabilitation and mfeat Fourier datasets. Significantly 
XOR yields same classification accuracy for six datasets: Ovarian, Ozone, Gas, SRBCT, 
lsvt-voice-rehabilitation and mfeat Fourier datasets. Prostate_tumor VSNormal dataset 
gives the better classification accuracy in Information Gain. Ozone, SRBCT,  
lsvt-voice-rehabilitation and mfeat Fourier datasets yield same classification accuracy for 
all selected features selection methods. 
Table 5 Classification accuracy of various feature selection methods with random forest 

Dataset /CA-IG/ 
(%) 

/CA-ReliefF/ 
(%) 

/CA-CFS/ 
(%) 

/CA-XOR/ 
(%) 

/CA-ISN/ 
(%) 

Lung Cancer 81.25 81.25 84.36 71.88 90.63 
Prostate_tumorVSNormal 97.06 100 100 97.06 100 
Ovarian 94.86 98.02 98.81 90.12 98.81 
Ozone 96.92 97.16 97.12 97.12 96.81 
SRBCT 98.8 96.39 96.39 89.16 98.8 
Gas 96.32 97.79 97.79 97.06 97.79 
lsvt-voice-rehabilitation 77.01 86.21 82.76 89.66 83.91 
mfeat Fourier 91.57 92.73 92.44 93.75 93.17 

Table 5 illustrates the comparative results of classification accuracy of various feature 
selection methods with random forest classifiers. From the given eight datasets, the 
hybrid intersection method yields better classification accuracy for two datasets: lung 
cancer and SRBCT dataset. Subsequently, the classification accuracy remains the same 
for the other three datasets such as ovarian, prostate_tumor VSNormal and gas datasets. 
The hybrid XOR method yields better classification accuracy for two datasets,  
lsvt-voice-rehabilitation and mfeat Fourier datasets. 
Table 6 Classification accuracy of various feature selection methods with NB tree 

Dataset /CA-IG/ 
(%) 

/CA-ReliefF/ 
(%) 

/CA-CFS/ 
(%) 

/CA-XOR/ 
(%) 

/CA-ISN/ 
(%) 

Lung cancer 78.13 78.13 90.63 68.75 90.63 
Prostate_tumorVSNormal 100 100 100 100 100 
Ovarian 97.81 98.42 99.6 98.14 99.6 
Ozone 96.96 96.53 96.85 96.81 97 
SRBCT 100 98.8 100 98.8 100 
Gas 97.06 91.18 94.85 92.63 94.85 
lsvt-voice-rehabilitation 77.01 81.61 79.31 78.16 85.06 
mfeat Fourier 87.36 89.54 88.66 87.35 88.81 
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Table 6 show the comparative results of classification accuracy of various feature 
selection methods with naive Bayes tree classifiers. From the given eight datasets, the 
hybrid intersection method yields better classification accuracy for two datasets: ozone 
and lsvt-voice-rehabilitation dataset. Consequently the classification accuracy remains 
same for four datasets such as lung cancer, Prostate_tumorVSNormal, ovarian and 
SRBCT datasets. Then hybrid XOR yields the same classification accuracy for 
Prostate_tumorVSNormal. Gas dataset yields better classification accuracy in 
information gain and respectively mfeat Fourier dataset yields better classification 
accuracy in ReliefF. The Prostate_tumorVSNormal is the only dataset that generates 
100% classification accuracy for all the feature selection methods. 

Figure 5 Number of feature selected with various datasets (see online version for colours) 

 

The hybrid feature selection approach shows better classification accuracy in overall 
decision tree classifier methods. Figure 5 shows the number of features selected in 
various feature selection methods such as IG, ReliefF, CFS, XOR and intersection. The 
graph illustrates that the minimum five features are selected in intersection methods and 
maximum 15,155 features are in the ovarian dataset. The proposed hybrid method 
Intersection selects very limited features in every datasets. Likewise hybrid method XOR 
also selects less features, however, both these methods yields the better classification 
accuracy for all the selected classifiers. Figure 6 shows the computational time in 
seconds, for various datasets with different feature selection methods also with various 
classifiers such as C4.5, decision stump, random forest and naive Bayes tree classifiers. 
The figure clearly shows that the hybrid method intersection always generates very low 
computational time while comparing to other feature selection methods. 
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Figure 6 Computational time (seconds) for various datasets with different feature selection 
methods (see online version for colours) 

  

  

  

  

4.3 Statistical comparison of multiple feature selection methods: performing all 
pairwise comparison 

Computation of the rankings is done with various feature selection methods and statistical 
test of all pairwise comparison is done with Hypotheses ordered by p-value and adjusting 
of a by Holm and Shaffer static method, considering an initial α = 0.05. 

A set of pairwise comparisons can be connected with a set or family of hypotheses. 
The test statistics for comparing the ith and jth classifier are ( ) ( 1) 6i jZ R R k K N= − +  
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where Ri is the average rank calculated from the Friedman test for the ith classifier, k is 
the number of classifiers to be associated and N is the number of datasets used in the 
comparison. The Z value is used to find the consistent p-value, i.e., probability from the 
table of the normal distribution, which is then compared with a suitable level of 
significance α. The tests differ in the way they adjust the value of α to compensate for 
multiple comparisons. 
Table 7 Rankings for the feature selection methods using C4.5 classifier 

 IG ReliefF CFS XOR ISN 
Lung cancer 0.75 (3.5) 0.75 (3.5) 0.781(2) 0.719 (5) 0.938 (1) 
Prosts 0.853 (4.5) 0.853 (4.5) 0.941 (2) 0.941 (2) 0.941 (2) 
Ovarian 0.964 (2) 0.976 (1) 0.96 (5) 0.961 (3.5) 0.961(3.5) 
Ozone 0.969 (2.5) 0.968 (4) 0.969 (2.5) 0.967 (5) 0.971 (1) 
SRBCT 0.855 (4.5) 0.868 (2) 0.855 (4.5) 0.868 (2) 0.868 (2) 
Gas 0.927 (4) 0.919 (5) 0.949 (1.5) 0.941 (3) 0.949 (1.5) 
lsvt-voice-rehabilitation 0.736 (5) 0.828 (2) 0.805 (3) 0.793 (4) 0.851 (1) 
mfeat Fourier 0.88 (4) 0.879 (5) 0.884 (2) 0.882 (3) 0.887 (1) 
Average rank 3.750 3.375 2.813 3.438 1.625 

Table 8 Hypotheses ordered for C4.5classifier by p-value and adjusting by Nemenyi, Holm 
and Shaffer static method, considering an initial α = 0.05 

i Hypothesis Z = (R0 –Ri)/SE P αNM αHM αSM 
1 IG vs ISN 2.686 0.007 0.005 0.005 0.005 
2 ISN vs XOR 2.675 0.008 0.005 0.0055 0.0083 
3 ISN vs ReliefF 2.212 0.027 0.005 0.0063 0.0083 
4 ISN vs CFS 1.502 0.133 0.005 0.0071 0.0083 
5 IG vs CFS 1.185 0.236 0.005 0.0083 0.0083 
6 XOR vs CFS 0.790 0.430 0.005 0.01 0.0125 
7 CFS vs ReliefF 0.710 0.478 0.005 0.0125 0.0125 
8 IG vs ReliefF 0.474 0.636 0.005 0.0167 0.0167 
9 IG vs XOR 0.394 0.694 0.005 0.025 0.025 
10 XOR vs ReliefF 0.080 0.936 0.005 0.05 0.05 

The standard error in the pairwise comparison between two classifiers is considered as 
( 1) 6 .SE k K N= +  Table 8 presents the family of hypotheses ordered by their p-value. 

Holm and Shaffer are the two procedures used as hypothesis ordered by p-value and 
adjusting α. The same procedures were also used by Demsar (2006) and Garcia and 
Herrera (2008) for comparisons of multiple classifiers including a control technique. 
Using step down approach it adjusts the value of α. Let p1, …, pm be the ordered p-values 
(ascending order) and H1, …, Hm be the consistent hypotheses. Holm’s procedure rejects 
H1 to H(i–1) if i is the least integer such that pi > α = (m – i + 1) where m = k(k – 1)/2. 
From Table 8, both Nemenyi and Holm’s test rejects null hypothesis, and Shaffer test 
rejects the Hypothesis 2 subsequently the corresponding p-values are smaller than the 
adjusted α’s 
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Table 9 Rankings for the feature selection methods using decision stump classifier 

 IG ReliefF CFS XOR INS 

Lung cancer 0.75 (3) 0.75 (3) 0.75 (3) 0.719 (5) 0.906 (1) 

Prosts 1.0 (1) 0.971 (2) 0.912 (4) 0.912 (4) 0.912 (4) 

Ovarian 0.972 (2.5) 0.968 (5) 0.972 (2.5) 0.972 (2.5) 0.972 (2.5) 

Ozone 0.971 (3) 0.971 (3) 0.971 (3) 0.971 (3) 0.971 (3) 

SRBCT 0.542 (3) 0.542 (3) 0.542 (3) 0.542 (3) 0.542 (3) 

Gas 0.603 (5) 0.61 (2.5) 0.61 (2.5) 0.61 (2.5) 0.61 (2.5) 

lsvt-voice-rehabilitation 0.759 (3) 0.759 (3) 0.759 (3) 0.759 (3) 0.759 (3) 

mfeat Fourier 0.57 (3) 0.57 (3) 0.57 (3) 0.57 (3) 0.57 (3) 

Average rank 2.938 3.063 3.000 3.250 2.750 

Table 10 Hypotheses ordered for decision stump classifier by p-value and adjusting by 
Nemenyi, Holm and Shaffer static method, considering an initial α = 0.05 

i Hypothesis Z = (R0 – Ri)/SE P αNM αHM αSM 

1 ISN vs XOR 0.632 0.527 0.005 0.005 0.005 

2 ISN vs ReliefF 0.396 0.692 0.005 0.0055 0.0083 

3 IG vs XOR 0.394 0.694 0.005 0.0063 0.0083 

4 ISN vs CFS 0.316 0.752 0.005 0.0071 0.0083 

5 XOR vs CFS 0.316 0.752 0.005 0.0083 0.0083 

6 IG vs ISN 0.300 0.764 0.005 0.01 0.0125 

7 XOR vs ReliefF 0.236 0.813 0.005 0.0125 0.0125 

8 IG vs ReliefF 0.158 0.875 0.005 0.0167 0.0167 

9 CFS vs ReliefF 0.080 0.936 0.005 0.025 0.025 

10 IG vs CFS 0.078 0.938 0.005 0.05 0.05 

Shaffer’s (1986) procedure has succeeded Holm’s step down approach, at jth stage, 
instead of eliminating Hi if pi ≤ α = (m – i + 1), eliminate Hi if pi ≤ α = ti, where ti is the 
maximum number of hypotheses which can be true specified that any (i – 1) hypotheses 
are false. Shaffer is a static method, that is, t1, …, tm the term entirely determined for the 
given Hypotheses H1, .…, Hm, independent of the observed p-values. The probable 
numbers of true hypotheses, and therefore the values of ti can be attained from the 

recursive procedure 2
1

( ) {( ) : ( )}
k

jj
S k x x S k j

=
= + ∈ −  where S(k) is the set of probable 

numbers of true hypotheses with k classifiers being compared, k = 2, and S(0) = S(1) = 
{0}. 
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Table 11 Rankings for the feature selection methods using random forest classifier 

 IG ReliefF CFS XOR INS 
Lung cancer 0.813 (3.5) 0.813 (3.5) 0.844 (2) 0.719 (5) 0.906 (1) 
Prosts 0.971 (4.5) 1.000 (2) 1.000 (2) 0.971 (4.5) 1.000 (2) 
Ovarian 0.949 (4) 0.980 (3) 0.988 (1.5) 0.901 (5) 0.988 (1.5) 
Ozone 0.969 (4) 0.972 (1) 0.971 (2.5) 0.971 (2.5) 0.968 (5) 
SRBCT 0.988 (1.5) 0.964 (3.5) 0.964 (3.5) 0.892 (5) 0.988 (1.5) 
Gas 0.963 (5) 0.978 (2) 0.978 (2) 0.971 (4) 0.978 (2) 
lsvt-voice-rehabilitation 0.770 (5) 0.862 (2) 0.828 (4) 0.897 (1) 0.839 (3) 
mfeat Fourier 0.916 (5) 0.927 (3) 0.924 (4) 0.938 (1) 0.932 (2) 
Average rank 4.063 2.500 2.688 3.500 2.250 

Table 12 Hypotheses ordered for random forest classifier by p-value and adjusting by Nemenyi, 
Holm and Shaffer static method, considering an initial α = 0.05 

i Hypothesis Z = (R0 – Ri)/SE P αNM αHM αSM 
1 IG vs ISN 2.292 0.022 0.005 0.005 0.005 
2 IG vs ReliefF 1.976 0.048 0.005 0.0055 0.0083 
3 IG vs CFS 1.738 0.082 0.005 0.0063 0.0083 
4 ISN vs XOR 1.580 0.114 0.005 0.0071 0.0083 
5 XOR vs ReliefF 1.264 0.206 0.005 0.0083 0.0083 
6 XOR vs CFS 1.027 0.304 0.005 0.01 0.0125 
7 IG vs XOR 0.712 0.477 0.005 0.0125 0.0125 
8 ISN vs CFS 0.554 0.580 0.005 0.0167 0.0167 
9 ISN vs ReliefF 0.316 0.752 0.005 0.025 0.025 
10 CFS vs ReliefF 0.238 0.812 0.005 0.05 0.05 

Table 13 Rankings for the feature selection methods using NB tree classifier 

 IG ReliefF CFS XOR INS 
Lung cancer 0.781 (3.5) 0.781 (3.5) 0.906 (1.5) 0.688 (5) 0.906 (1.5) 
Prosts 1.000 (3) 1.000 (3) 1.000 (3) 1.000 (3) 1.000 (3) 
Ovarian 0.978 (5) 0.984 (3) 0.996 (1.5) 0.981 (4) 0.996 (1.5) 
Ozone 0.970 (1.5) 0.965 (5) 0.969 (3) 0.968 (4) 0.970 (1.5) 
SRBCT 1.000 (2) 0.988 (4.5) 1.000 (2) 0.988 (4.5) 1.000 (2) 
Gas 0.971 (1) 0.912 (5) 0.949 (2.5) 0.926 (4) 0.949 (2.5) 
lsvt-voice-rehabilitation 0.770 (5) 0.816 (2) 0.793 (3) 0.782 (4) 0.851 (1) 
mfeat Fourier 0.874 (4.5) 0.895 (1) 0.887 (3) 0.874 (4.5) 0.888 (2) 
Average rank 3.188 3.375 2.438 4.125 1.875 

The results agree to average accuracy in test data and used with eight datasets. Tables 7, 
9, 11 and 13 illustrate the complete process of calculation of average rankings. The 
average ranking for various feature selection methods such as Information gain, ReliefF, 
Correlation-based feature selection, XOR and intersection using with several classifiers 
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namely C4.5, decision stump, random forest and NB tree classifiers. Friedman test is 
used to rank all the feature selection methods and average ranking are calculated. 
Table 14 Hypotheses ordered for NB Tree by p-value and adjusting by Nemenyi, Holm and 

Shaffer static method, considering an initial α = 0.05 

i Hypothesis Z = (R0 – Ri)/SE P αNM αHM αSM 
1 ISN vs XOR 2.845 0.004 0.005 0.005 0.005 
2 XOR vs CFS 2.133 0.033 0.005 0.0055 0.0083 
3 ISN vs ReliefF 1.896 0.058 0.005 0.0063 0.0083 
4 IG vs ISN 1.660 0.097 0.005 0.0071 0.0083 
5 IG vs XOR 1.185 0.236 0.005 0.0083 0.0083 
6 CFS vs ReliefF 1.185 0.236 0.005 0.01 0.0125 
7 IG vs CFS 0.948 0.343 0.005 0.0125 0.0125 
8 XOR vs ReliefF 0.948 0.343 0.005 0.0167 0.0167 
9 ISN vs CFS 0.712 0.477 0.005 0.025 0.025 
10 IG vs ReliefF 0.236 0.813 0.005 0.05 0.05 

Once p-value is within a multiple comparison, as per the illustration in Tables 8, 10, 12 
and 14, it imitates the probability error of a definite comparison. Tables 8, 10, 12 and 14 
display hypotheses ordered for various classifiers ordered by p-value and adjusting of a 
by Holm and Shaffer static method, considering an initial α = 0.05. Table 14 shows the 
Hypothesis 1 is rejected for Nemenyi, Holm’s and Shaffer test, subsequently the 
corresponding p-values are smaller than the adjusted α’s. The hypotheses orders for table 
10 and 12 null hypotheses will be rejected by Nemenyi, Holm and Shaffer static methods. 

5 Conclusions 

In this paper, the hybrid feature subset selection for multilevel datasets with the decision 
tree classifiers is proposed, where two different fusion methods, namely Intersection and 
Exclusive OR are used for combining the feature subsets to increase the classification 
accuracy. The results of the hybrid feature subset selection methods have exposed that the 
intersection method were highly active in reducing dimensionality and they could 
generate a better reduction rate in the second stage of tuning. The comparative results are 
accomplished using various feature selection methods such as IG, ReliefF, CFS, XOR 
and intersection also classified with four decision tree classifiers. 

As a result, the hybrid feature subset selection ignores the less important features and 
selects the highly important features. The proposed hybrid feature selection method was 
used to improve the classification accuracy with the minimum number of feature in 
various datasets. The statistical test comparison to perform pairwise comparison is used 
and the intersection approach shows the higher ranking in all classifiers. The hybrid 
feature subset selection algorithm was proposed, based on the intersection and the XOR 
method to build the efficient and constant preprocessing techniques. The hybrid feature 
selection technique works effectively in high dimensional data and overcomes the 
problem in various decision tree classifiers. Experimental comparative effects show that 
the hybrid feature subset selection of the multilevel data, being highly stable, and with 
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improved classification accuracy. The intersection method takes less computational time 
as compared to all other methods. Thus, the hybrid feature selection method can be 
adopted for the data preprocessing methods. 
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