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Abstract: Achieving a reliable obstacle detection system for small unmanned 
aerial vehicle (UAV) is very challenging due to its size and weight constraints. 
Prior works tend to employ the vision sensor as main detection sensor but 
resulting to high dependency on texture appearance while not having distance 
sensing capabilities. Besides, most of wide spectrum range sensors are heavy 
and expensive. The contribution of this work is on different based-sensor 
integration technique to increase reliability of detection. A method was 
developed to create trusted avoidance path by categorising the region in 
environment into two regions, which are the obstacle region and free region. 
Cues from expansion of the features points are used to extract the depth 
information of the environment and classify the region in the image frame. The 
results show that the proposed system able to handle multiple obstacle and 
create safe path regardless of the texture and size of the obstacle. 

Keywords: obstacle detection; feature points; region classification; safe 
avoidance path; vision-based-sensor; range-based-sensor; speeded up robust 
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1 Introduction 

Hypothetically, the unmanned aerial vehicle (UAV) platform has great potential to 
perform numerous tasks such as monitoring the environment (Torrero et al., 2014), 
massive building and structure inspection (Deng et al., 2014; Eschmann et al., 2012), 
search and rescue activities (Scherer et al., 2015; Rudol and Doherty, 2008; Erdos et al., 
2013) and others. Most of these tasks require the UAV to achieve a higher level of 
autonomy in its embedded system. One of the tasks in the autonomous system for the 
UAV is the operation to identify the appearance of any obstacles that are being 
introduced to the UAV and ultimately create a manoeuvre action plan. The obstacle 
detection and avoidance operation can be very challenging to the UAV platform, 
especially for a small-sized UAV. This is due to the payload capacity and physical size 
constraints of the UAV. Typically, the obstacle detection system for UAV depends on the 
type of sensors being installed onboard the UAV, which is either vision-based sensors or 
range-based sensors. Selecting the proper sensors to be placed onboard the UAV plays a 
critical role in the system operation, where each of the aforementioned techniques has its 
own advantages and disadvantages. For example, the vision-based sensor method can 
provide rich information regarding the bearing of the detected obstacles in the operating 
environment. However, the distance from the UAV to obstacles are poorly recognised 
and estimated. Besides, the detection will heavily rely on the texture appearance of the 
obstacle. Conversely, range-based sensor is excellent in determining the distance value of 
the detected obstacle, but there is a lack of information about the location of the detected 
obstacle in the surrounding environment. 

Since most of the commercial UAVs at present are small in size, the development  
of the obstacle detection system becomes more complicated due to the mentioned 
constraints. As a result, the researchers need to find a balanced line between the 
performance of the system and the constraints by the UAV platform. UAV needs a robust 
obstacle detection system that can determine trusted safe path avoidance regardless  
of texture appearance, obstacles sizes and number of obstacles introduced in the 
environment. On top of that, the system must perceive a robust distance value to 
obstacles, so that, warning for collision and decision for avoidance can be made. 
Although it may be possible for a larger UAV, it is still difficult for small UAV to 
achieve. Therefore, in this paper, we present a method to meet these needs and enhance 
the detection capability by integrating multi-sensors which are camera sensor and simple 
light detection and ranging (LIDAR) sensors into the system. We use LIDAR as initial 
detection in term of detecting distances and queue for activating the camera. To 
approximate the obstacle region, free space region and detect the safe avoidance path, we 
use object size changes and distance relation with respect to an image using feature 
detection of speeded up robust features (SURF) algorithm. 
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The focus of the research can be observed through these questions: first, would it be 
possible to integrate the range-based sensor and vision-based sensor together into  
one detection system to enhance the performance of the detection for small-sized UAV? 
Secondly, what would be the solution for the vision-based sensor detection to detect and 
recognise the appearance of the poor textured obstacle or texture-less obstacle in the 
environment? Thirdly, how to create the reliable safe avoidance path without using any 
tolerance extension from the detected obstacle? Finally, how to expand the horizon of the 
previous vision-based obstacle detection system to face with the environment which 
contains multiple obstacles that can also have many configurations (e.g., distance, texture 
appearance, and size)? The rest of the paper is organised as follows: Section 2 introduces 
the related works that are associated with obstacle detection technique for UAV. The 
framework of the proposed obstacle detection system is described in Section 3. Section 4 
presents the implementation and experiment setup to evaluate the proposed system. 
Results are presented and discussed in Section 5. Finally, Section 6 is dedicated to the 
conclusions and future works of the work. 

2 Related works 

Constraints that are mentioned above are the ultimate factors for the researcher to choose 
the vision-based sensor as the source of the environmental information for the obstacle 
detection operation. Most commercial UAVs are already equipped with the vision-based 
sensor, which is the monocular camera sensor. By using the proper vision algorithms, the 
appearance of the obstacle in the operating environment can be detected (Payal et al., 
2020). For example, Zufferey and Floreano (2006) and Yoo et al. (2011) have employed 
the optical flow method produced by the image frames sequence to avoid any obstacle 
that can pose a catastrophic to the UAV platform. However, this method is only reliable 
and effective for centring the UAV in the operating environment. Besides, the optical 
flow method has poor ability in detecting the appearance of the frontal obstacle (Al-Kaff 
et al., 2017; Al-Kaff, 2017). 

Nhair and Al-Assadi (2020) uses edge detection to detect the free zones in flying 
environment. However, this method will be less reliable if the environment is fully 
textured. Another example is the feature size expansion (Al-Kaff et al., 2017; She et al., 
2021). This method suffers from creating a trusted safe avoidance path after encountering 
the detected obstacle in the operating environment. It is unable to detect the free region 
available from the observed operating environment, whereby the safe avoidance path is 
thus assumed by the tolerance extension from the detected obstacle feature points. As a 
consequence, the path for the avoidance manoeuvre is not reliable considering any 
encountered obstacles will have random textures and features. 

In most cases, the vision algorithms available will depend a lot on the texture of the 
obstacles; if the obstacle surface is texture-less, it will not be able to execute the detection 
process. Moreover, previous vision obstacle detection and avoidance systems only focus 
on the detection of the obstacle that is situated ahead and directly in front of the UAV 
(Mori and Scherer, 2013; Al-Kaff, 2017; Aguilar et al., 2017). In relation to that, the 
UAV will be exposed to collision risk during mission operation considering the vision 
sensor does not contain any distance sensing capabilities. Considering that the  
vision-based obstacle detection system will highly depends on the computation of the 
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vision algorithm in each consecutive captured image frames, the possibility to have 
latency on the computation in real time will be high (Leong et al., 2021). In addition, the 
judgement towards the obstacle with respect to its estimated distance and bearing will 
also be negatively affected (real time effect). In order to work with depth estimation of 
the environment, researchers tend to employ the stereo vision sensor to relatively 
estimate the distance of the observed environment from the UAV, which includes the 
obstacles (Carrio et al., 2020; Majumder et al., 2015). However, the major problem for 
the stereo vision sensor is the length constraints of the baseline for both of the attached 
camera sensors, which in turn can decrease the accuracy of the estimation. In addition, 
the weight and size of the camera are also considered as problems for the stereo vision 
sensor system. 

Apart from the vision-based sensor, the range-based sensor (Whalley et al., 2009; 
Kim et al., 2014; Bachrach et al., 2009) has also been explored by the researchers to be 
used in the obstacle detection system. Although the range-based sensor is very reliable in 
detecting the appearance of the obstacles and building the depth estimation of the 
environment, most of the reliable range-based sensors (e.g., SICK, Hokuyo, Velodyne 
Puck, etc.) are heavy, massive, and very expensive to be practically used in a small-sized 
commercial UAV. Table 1 summarise the problems or hurdles of related works 
Table 1 Summary of related works 

Related works method Hurdle 
Optical flow Only reliable for centring the UAV and poor ability in detecting the 

frontal obstacle. 
Edge detection 
(segmentation) 

Less reliable if the environment is heavily textured. 

Feature size expansion Suffer from creating trusted safe avoidance path. It also unable to 
identify the available free region from the environment. This method 
will depend on the texture appearance of the obstacle and it only 
focused on the detection of the frontal obstacle. 

Stereo vision Length constraints of the baseline for both of the attached camera 
sensors. In addition, weight and size of the camera are also considered 
as challenging aspect. 

Range sensor Most of the reliable range-based sensors are heavy, massive and 
expensive. 

Perspective  
(Bills et al., 2011) 

Limited to indoor environment. 

Texture variation  
(De Croon et al., 2011) 

Difficulty when dealing with high textured environment. 

Our approach uses integration of different-based-sensor to enhance the capability of the 
detection system when compared to single sensor obstacle detection system. Our work 
categorising the region in the image frame into obstacle region and free region to obtain 
the ultimate safe avoidance path for UAV. This effort also takes into account the nature 
of the obstacle in the environment which includes the distance on the obstacle, multiple 
introduced obstacle, position, texture appearance and UAV configuration. 
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Figure 1 Framework of the proposed obstacle detection system (see online version for colours) 
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3 Proposed obstacle detection system framework 

The framework of the proposed system contains three modules, which are the sensing 
module, obstacle detection module, and avoidance module as illustrated in Figure 1. In 
sensing module, there are two sensors used in the system which are LIDAR and 
monocular camera sensor. Apart from detecting the distance of the obstacle from the 
UAV platform, the LIDAR sensor will also acts as the safety device for the proposed 
obstacle detection system by maintaining the safe distance from any objects. In addition, 
the capability of the LIDAR sensor to scan the environment is needed during the 
avoidance manoeuvre to ensure the safety of the avoidance path. The distance detection 
procedure will be applied to both situations which are predictable and unpredictable 
obstacle appearance situations. In this paper, only predictable obstacle appearance 
situation is discussed (obstacle detection module). 

For the vision-based sensor, the image frames captured by the camera sensor are used 
to derive the depth perception of the environment, so that, the distance pertaining to the 
surrounding environment can be observed. In obstacle detection module, image region 
classification technique is developed based on the detection of the feature points in the 
captured image frames. This region classification technique is developed to categorised 
the surrounding environment into obstacle region and free safe region. After the free 
regions in the image frame are identified, these regions are further refined by image 
processing to produce the path for safe avoidance known as the safe avoidance path. 
Finally, once the safe avoidance path is identified, the avoidance manoeuvre will be 
executed. 

Figure 2 Series of distance detection and image frames captured by the camera sensor (see online 
version for colours) 

 

3.1 Distance detection 

The main purpose of the range sensor in the proposed system is to provide an accurate 
distance value to the proposed system and trigger the vision sensor to initiate the 
detection process further. Furthermore, the range sensor can function as a safety device or 
guidance for the proposed system when the UAV is flying through the safe avoidance 
path region. There are three distance series that are needed to be detected by the LIDAR 
sensor and these distance values are related to the obstacle views from the image frames. 
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The selected threshold values for the three distance series mentioned are 150 cm, 135 cm 
and 120 cm. As seen in Figure 2, each of the distance values (image frames) are separated 
apart by 15 cm. When all of the three image frames have been captured, the proposed 
system will instruct the LIDAR sensor to change from active into passive mode until the 
avoidance manoeuvre is ready to be executed. 

3.2 Depth perception technique 

There are two types of depth cues by expansion used in the proposed system, which are 
known as the distance ratio cue and the scale changes cue. In order to observe the 
behaviour of the distance ratio cue, consider the graph in Figure 3. Figure 3 illustrates 
four sets of distances from the feature points against the distance of captured image 
frames. The four sets of distances from the feature points show similar behaviour. 
However, it is observed that the relationship between the feature points distance and 
distance from the camera sensor is inversely proportional to each other and closely 
represent a logarithmic function. Valuable information can be extracted from this 
relationship, which is a closer object will have a more significant distance changes 
between feature points (change in the size of the object) compared to an object at a 
distance. 

Figure 3 Distance ratio cue observation (see online version for colours) 

 

Each of the image frames will generate its own feature points by using the SURF (Bay et 
al., 2006) technique. The formula for computing distance ratio, dR of the detected feature 
points is obtained as follows: 

1If

If

DdR
D

+
=  (1) 

where 
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( )( ) ( )( , ) ,If
x n y nn i jmfp L L=  (2) 

( )( 1) ( 1)1( , ) ,If
x n y nn i jmfp L L+ ++ =  (3) 

( ) ( )2 2
( ) ( 1) ( ) ( 1)

If
x n x n y n y nD L L L L+ += − + −  (4) 

where mfp is the matched feature points, Lx and Ly are the location of the pixel in x and  
y-direction respectively, and If represents the image frame where computation is made. 
The sequence for the matching is conducted as follows, the feature points on image  
frame 1 will be matched to the feature points on image frame 3 and the feature points on 
image frame 2 will again be matched to the same feature points on image frame 3 (see 
Figure 4). The reason why the sequence is fashioned like that is because the image  
frame 3 will be the final view of the camera sensor towards the surrounding environment. 

Figure 4 Matched image frames, (a) image frames 1 (b) image frame 2 (c) image frame 3  
(see online version for colours) 

(a) 

(b) 

(c) 

Matching 

Matching 

 

As for scale changes cue, the feature points contain the scale at which the points are 
being detected. These scale values will respond according to the distance at which the 
image frame was captured. For example, when similar feature point from the object is 
detected at a far distance away from the camera sensor, the scale value generated will be 
practically high compared to the scale value in which the camera sensor is very near to 
the object (see Table 2). Therefore, the change in scale values of the detected feature 
points can give rough information about the state position of the object, which is either 
the object is approaching or moving away from the UAV (camera sensor). It is assumed 
that if the scale ratio value is less than 1, the matched feature points are incorrect. 
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Table 2 Scale changes observation 

No. Image 1 Image 2 Image 3 Ratio Image 3/Image 2 Ratio Image 3/Image 1 
1 2.1333 2.8000 4.5333 1.6190 2.1250 
2 2.9333 5.4667 11.3333 2.0731 3.8637 
3 1.8667 3.0667 5.8667 1.9130 3.1428 
4 2.9333 4.8000 10.4000 2.1667 3.5455 
5 2.0000 2.8000 5.7333 2.0476 2.8667 
6 1.7333 2.8000 5.6000 2.0000 3.2308 
7 2.8000 4.4000 8.9333 2.0302 3.1905 
8 2.6667 4.0000 8.0000 2.0000 3.0000 

3.3 Region classification 

As presented earlier, there are two matched image frames that need to be analysed by the 
proposed system. Each of the matched image frames has different separated distance 
values (15 cm and 30 cm) from one another. Since the separation distance value is 
dissimilar, the detection result, particularly the region classification will produce  
two outputs. Thus, these detection results can be used collectively by making a 
comparison or deduce the most correct computation for the appearance of obstacles and 
free region for the safe avoidance path. Table 3 illustrates the full template of distance 
ratio dR for the respective matched image frames. The image frame can now be 
categorised into a few regions by using the distance ratio template. 

For example, Figure 5(a) shows the distance ratio 15L
ndR  of 15 cm distance separation 

derived from the left section of the image frames from one of the detection experiments. 
Note that observed reference point (ORP) is detected matched feature points in the image 
frames. If the distance ratio 15L

ndR  is higher than the reference distance ratio which have 
been selected 300 cm from the UAV, the detection system will mark the points as an 
obstacle which represent as logic 1 and vice versa. This process is similar to the 
thresholding process described in Petrou and Bosdognianni (2010). To be conservative, if 
the percentage is higher than 40%, the points will be picked as the true feature points on 
the obstacles. 

After the total number of obstacle and non-obstacle feature points has been computed 
for both the right section and left section of the image frame, zones that are directly 
portray the safe avoidance path for the UAV can be identified by the following equations: 

( ) ( )
( )

15 15

15 15 15 15

ˆ ˆ,
,

ˆ ˆ,

Lo Ro
n n
Lf Rf
n n

size mfp mfp
LR RR

size mfp mfp
=  (5) 

( )
( )

15 15

15 15

, 1,
, 1,

LR RR Obstacle region
Region classification

LR RR Free region
 >=  <

 (6) 

where LR15 and RR15 refer to the ratio of the left section and right section of the image 
frame on a 15 cm distance separation. If the ratio is higher than 1, the area of the image 
frame is considered as the no-flying zone and vice versa. By comparing the ratio from 
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both sections in the image frame, the proposed detection system is able to initially decide 
which section in the image frame is the safest for the UAV avoidance action (see  
Figure 6). 
Table 3 Template for distance ratio 

Distance 
(cm) 

Distance ratio dR of 30 cm distance 
separation 

Distance ratio dR of 15 cm distance 
separation 

100 1.45 1.26 
150 1.25 1.15 
200 1.17 1.11 
250 1.14 1.09 
300 1.10 1.05 
350 1.09 1.04 
400 1.07 1.03 
450 1.06 1.02 
500 1.05 1.01 

Figure 5 Thresholding process for region classification (see online version for colours) 

 
 
 
 
 
 
 
 
 
 
 

Flow  
(a)     (b) 

If both sections of the image frame (left and right) have a ratio higher than 1, the fixed 
reference distance ratio (1.05 for 15 cm and 1.10 for 30 cm) will be changed gradually to 
a certain value that will uncover the true identify of both sections. If one of the side 
section changes first its ratio value from greater than 1 to lower than 1, it is safe to 
assume that the side section will provide less resistance to the UAV (see Figure 7). This 
technique is also applied when both sections have a ratio lower than 1. The whole region 
detection process described above will be repeated on the matched image frames having 
30 cm distance separation. When the side sections on both matched image frames are 
similar in terms of the region categorisation, the confidence level for the accuracy of the 
detected regions, be it an obstacle region or free region, will certainly be high. For 
example, if the right section on both matched image frames (15 cm and 30 cm distance 
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separation) consists of the free region, then, the proposed system will consider the right 
section of the image frames as the ultimate free region (safe path) for the UAV. 

Figure 6 Classification of true obstacle region and free region in the image frame (see online 
version for colours) 

 

Figure 7 Uncover true identity of the area by changing the reference distance ratio, (a) reference 
distance ratio = 1.05 (b) reference distance ratio = 1.06 (c) reference distance ratio  
= 1.07 (see online version for colours) 

  
(a)     (b) 

 
(c) 

Since the confidence level in this situation is high, the feature points on both matched 
image frames will be combined to extend the volume of the detected region especially the 
free region as shown in Figure 8. If the identity of side sections on both matched image 
frames are not similar, the result from the 30 cm distance matched image frames will be 
selected. 
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Figure 8 Free region feature points combination, (a) feature points in 15 cm matched image 
frame (b) feature points in 30 cm matched image frame (c) combination of feature 
points from both of matched image frames (see online version for colours) 

  
(a)     (b) 

 
(c) 

3.4 Safe avoidance path identification 

Once the free region has been identified, the exact path for the safe avoidance action must 
be extracted. When the section of the image frame contains the free region feature point 
but none for obstacle region feature points, the proposed system will divide the free 
region feature into several groups by K-mean clustering (Likas et al., 2003). Next, the 
proposed system will select the denser cluster as the safe avoidance path (see Figure 9). If 
clustering is not performed, it might cause complication for the UAV to avoid the 
obstacles. For example, if the texture-less obstacles are situated within the perimeter of 
the free region feature points (without clustering), then, the proposed system will assume 
that the whole path is safe and free from any obstacles. 

Figure 9 Cluster the free region feature points, (a) computed free region feature points (b) free 
region feature points clustering (see online version for colours) 

 
 
 
 
 

 
  

(a)     (b) 
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On the other hand, when the section of the image frame contains the mixture of free 
region and obstacle region feature points. The convex hull algorithm is used to isolate the 
obstacle region feature points from the free region feature points (Greenfield, 1990). 
Once the convex hull (Cvs, CvM) is established, the next step is to find the free region 
feature points within this hull according to the situations stated in Table 4. Note that, 
( , )SI MI

n nFfp Ffp  and ( , )S M
n nOfp Ofp  refers to free region points inside the convex hull and 

obstacle region feature points, respectively. Superscripts S and M refers to, side and 
middle section of the image frames, respectively. 
Table 4 Application of convex hull 

Situation Result 

( , ) ( , )SI MI S M
n n n nFfp Ffp Ofp Ofp>  Consider convex hull as part of the free region (obstacle 

feature points are falsely calculated). 

( , ) ( , )SI MI S M
n n n nFfp Ffp Ofp Ofp<  Consider convex hull as part of the obstacle region. The 

( , )SI MI
n nFfp Ffp  will be excluded (see Figure 11). 

Figure 10 Isolation technique for the detected feature points, (a) convex hull is formed from the 
obstacle region feature points (b) the free region feature point inside the convex hull is 
removed (see online version for colours) 

 
 
 
 
 
 
 

  
(a)     (b) 

4 Implementation and experimental setup 

The platform used in the experimentation is the AR Drone 2.0 elite edition, a low-cost 
UAV built by the company Parrot. This UAV was selected because it is a low-cost small 
commercial UAV available in the market and also has stable flying properties. Camera 
sensors used is the built-in UAV camera with 1,280 × 720 resolution and horizontal field 
of view (FOV) is 62 degrees. However, we use a lower resolution (640 × 360) to increase 
the computation speed of the algorithm. 

For range sensors, LIDAR Lite v3 is selected. It is selected because the measured 
range is very accurate and high as compared to other sensors like infrared and ultrasonic 
sensors. Also, it is considered low-cost and small in sizes when compare with other wide 
scanning LIDAR. Arduino Nano v3.0 ATMEGA328 is used to read and connect LIDAR 
sensor to the system (see Figure 11). In this research, the primary tool or software that we 
used for analysis and calculation is MATLAB 2017a. The software contains a computer 
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vision system toolbox which makes it possible to use as tool development for our 
obstacle detection and avoidance system. Our entire algorithm processed on a ground 
laptop which is quad-core Intel i7 running Windows operating system. Communication 
and data transfer between UAV including LIDAR sensor and ground laptop are done by 
XBee radio module. The radio frequency (RF) data rate of this module was up to  
250,000 bps and operates at frequency 2.4 Ghz (Fajriansyah et al., 2018). 

Figure 11 UAV platform configuration, (a) AR Drone 2.0 (b) LIDAR Lite v3 (c) camera sensor 
(d) Arduino Nano (e) Xbee Pro S1 (see online version for colours) 

(a) 

(b) 

(c)

(d) 

(e)  

Figure 12 Obstacles used in the experiment, (a) obstacle 1 (good texture) (b) obstacle 2 (good 
texture) (c) obstacle 3 (poor texture) (d) obstacle 4 (texture-less) (see online version  
for colours) 

 
 
 
 
 
 
  

(a) (b) (c) (d) 

In order to evaluate the performance and capability of the proposed system, a number  
of obstacle detection and avoidance experiments with different kinds of situations 
introduced in the operating environment have been carried out. All of the experiments are 
performed in an indoor environment inside one of the rooms in the aircraft’s hangar. The 
size of the room is 10 m in length and 9.8 m in width. All of the algorithm processes and 
computations will be carried out by the external ground station (Intel i7-2670QM 
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processor) with the help of Software Development Kit V.1.1. The external software 
selected for the video streaming channel from the UAV are the FFmpeg and ManyCam. 
The obstacles used in the experiments are shown in Figure 12 and note that these 
introduced obstacles vary in sizes and textures. 

Figure 13 Situation in the performed experiment where the (a) yellow box, (b) black box  
and (c) red box (c) represent the frontal obstacle, side obstacle and fixed obstacle, 
respectively (see online version for colours) 

 

Note: d is the distance between frontal obstacle and side obstacle. 

The UAV will fly straight into the operating environment from the starting point to the 
endpoint and the obstacles will be placed between these points. There are three types of 
obstacle used in the experiment namely frontal, side and fixed obstacles. In the 
preliminary experiments, only frontal obstacle is placed in the operating environment. 
After finished with the preliminary experiments, the side obstacle will be introduced 
alongside the frontal obstacle. The distance of the side obstacle from the frontal obstacle 
will be increased gradually as illustrated in Figure 13. On top of that, the side obstacle is 
switched from the right to the left of the frontal obstacle to ensure that the proposed 
system is able to recognise the right safe avoidance path even though the operating 
environment situation is rapidly changed. 

5 Result and discussion 

As seen from the results (see Figure 14), no failures can be observed on each of the single 
stationary obstacles cases. The UAV successfully executed the mission from the 
beginning to the end without crashing into one of the introduced obstacles specifically the 
frontal obstacle. The avoidance path taken by the UAV on each test is different is due to 
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the feature detection of the free region in the image frame is different. As a result, the 
safe avoidance path which is derived from the available free region of the image frame 
will also be different. 

In the situation where the side obstacle is introduced, only obstacle 1, obstacle 3  
and obstacle 4 are used as the side obstacle in the multiple obstacle situation (see  
Figure 15–Figure 17). The blue box represents the side obstacle that is placed right next 
to the frontal obstacle. The proposed system successfully guided the UAV into the correct 
avoidance path in the operating environment towards the goal. 

Figure 14 Result of the avoidance path for single obstacle situation, (a) single obstacle Case 1  
(b) single obstacle Case 2 (c) single obstacle Case 3 (d) single obstacle Case 4  
(see online version for colours) 

 
 
 
 
 
 
 
 
 
 

 
(a)     (b) 

 
 
 
 
 
 
 
 
 
  

(c)     (d) 

Note: Black box represents frontal obstacle and red boxes represent fixed obstacles. 
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Figure 15 Result of the avoidance path for multiple obstacle situation with aligned side obstacle, 
(a) side obstacle Case 1 (b) side obstacle Case 3 (c) side obstacle Case 4 (see online 
version for colours) 
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Figure 15 Result of the avoidance path for multiple obstacle situation with aligned side obstacle, 
(a) side obstacle Case 1 (b) side obstacle Case 3 (c) side obstacle Case 4 (continued) 
(see online version for colours) 

 
(c) 

Figure 16 Result of the avoidance path for multiple obstacles situation with side obstacle located 
60 cm away from the frontal obstacle, (a) side obstacle Case 1 (b) side obstacle Case 3 
(c) side obstacle Case 4 (see online version for colours) 

 
(a) 
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Figure 16 Result of the avoidance path for multiple obstacles situation with side obstacle located 
60 cm away from the frontal obstacle, (a) side obstacle Case 1 (b) side obstacle Case 3 
(c) side obstacle Case 4 (continued) (see online version for colours) 

 
(b) 

 
(c) 
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Figure 17 Result of the avoidance path for multiple obstacles situation with side obstacle located 
120 cm away from the frontal obstacle, (a) side obstacle Case 1 (b) side obstacle  
Case 3 (c) side obstacle Case 4 (see online version for colours) 

 
(a) 

 
(b) 
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Figure 17 Result of the avoidance path for multiple obstacles situation with side obstacle located 
120 cm away from the frontal obstacle, (a) side obstacle Case 1 (b) side obstacle  
Case 3 (c) side obstacle Case 4 (continued) (see online version for colours) 

 
(c) 

On top of that, the proposed system was able to recognise the appearance of the side 
obstacle including texture-less obstacle, which includes its position and location in the 
UAV operating environment. This is true for a situation when the side obstacle is aligned 
with frontal obstacle (see Figure 15). As can be observed, in each position of the side 
obstacle either left or right for all of the aligned side obstacle cases, the proposed obstacle 
detection and avoidance system was able to create a safe avoidance path on the opposite 
side of the introduced side obstacle. Even though the side obstacle 4 is texture-less 
obstacle, the proposed obstacle detection and avoidance system was still able to create the 
perfect safe avoidance path for the UAV avoidance action. 

There is a noticeable difference between the situations when the side obstacle is 
aligned with frontal obstacle and when the side obstacle is far away from the frontal 
obstacle, which the direction of the safe avoidance path [see Figures 16(b), 16(c), 17(b) 
and 17(c)]. As seen from the result especially the side obstacle Cases 3 and 4 (60 cm or 
120 cm away from the frontal obstacle), there are few avoidance paths that are created on 
the same side as the introduced side obstacle, which is not a preferred direction of the 
avoidance path. Even though some of the avoidance path is considered close to the 
obstacle (e.g., Test 1 and Test 4 of side obstacle Case 4 for 60 cm), the avoidance path is 
still safe because the path itself is derived from the detected free region available in the 
operating environment. Since side obstacle 1 contains very high and clear texture, it is 
easy for the proposed system to detect the appearance of the obstacle even though it is 
placed far away (60 cm or 120 cm) from the frontal obstacle, which is approximately 
about 210–270 cm from the location of the UAV when the UAV platform encountered 
the first obstacle (frontal obstacle). 
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As for the side obstacle 3, it has a poor texture due to the distance from the UAV. As 
a result, some of the tests show that the proposed system unable to detect the appearance 
of the obstacle. This also true for the situations where the side obstacle 4 is introduced. 
Even though the avoidance path is on the same side as the side obstacle, the proposed 
system was still able to recognise and identify the ultimate free region of the operating 
environment from the captured image frames. Based on the result, it is important to 
highlight that, since the proposed system able to recognise the free region and obstacle 
region in the environment, the detection system solved the main problem encountered by 
the vision-based obstacle detection on avoiding the obstacle that contains poor texture in 
its surface or texture-less obstacle, which is aligned with the contribution of the research. 

The limitation of the proposed obstacle detection system comes from streaming the 
live video from the camera sensor. Streaming live video from the camera sensor suffers 
from the streaming latency of about 400 ms. Due to this streaming latency, the UAV 
platform cannot move too rapidly in the operating environment for the detection of the 
obstacles. If the UAV moves excessively fast, the image frame sequence captured by the 
camera sensor, which is image 1, image 2 and image 3 will be incorrect. It is because the 
captured distance of that particular image frame from the UAV is not closely similar to 
the actual reference distance (see Figure 2). As a consequence, the UAV will have to fly 
slower to reduce the effect of the streaming latency. 

6 Conclusions 

This paper presents research work on the obstacle detection and avoidance system for the 
UAV. The aim of this research project is to develop a robust autonomous obstacle 
detection and avoidance system for small-sized UAV using multiple and different  
sensor-based integrations. Previous works on this field are bounded by the major 
constraints of the UAV platform, which is the payload capacity and physical size 
constraints. There are two types of obstacle detection-based, which is vision-based sensor 
and range-based sensor. These two obstacle detection-based types have their own 
advantages and disadvantages. Due to the mentioned constraints, most of the  
previous obstacle detection and avoidance system will only consist of one obstacle 
detection-based. The proposed system solved these obstacle detection difficulties by 
merging both sensor-based together into a single obstacle detection system. The LIDAR 
Lite v3, which is the range sensor, will act as the secondary detection sensor that 
measures the distance value of the obstacle and also initiate the detection process 
performed by the primary detection sensor, which is the camera sensor. Cues from 
expansion of the features points are used to extract the depth information of the 
environment and classify the region. These regions represent the actual environment 
situation that the UAV faced. From these regions, the proposed system will create the 
safe avoidance path for the UAV. The depth perception technique in this paper (distance 
ratio cue and scale changes cue) is based on the expansion of the detected features points 
between the image frames. 

The results show that the texture appearance of the obstacle will not affect the 
judgement of the proposed system to create the safe avoidance path for the UAV. Other 
than the ability to only detect the frontal obstacle, the proposed system will access and 
observed the operating environment as a whole before deciding on the safe avoidance 
path. The conclusion that can be drawn from the experiment is the detection of the 
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obstacle appearance depends on the perspective of the camera sensor. If the obstacle is 
very far from the UAV but has a clear appearance in terms of the texture from the view of 
the camera sensor, then the proposed system will be able to produce the safe avoidance 
path in a preferred direction. The proposed system will generate the feature points from 
the operating environment and classify the regions in the operating environment 
according to these feature points. Therefore, if the obstacle (obstacle region feature 
points) cannot be detected due to texture appearance of the obstacle, the proposed 
obstacle detection and avoidance still has the free region feature points to generate the 
safe avoidance path for the UAV. On the other hand, if the obstacles are detected during 
the detection computation processes, safe avoidance path will be safely created on the 
opposite side of the obstacle to be conservative. Besides, the safe avoidance path created 
will still follow the free region feature points detected unlike the tolerance extension from 
the previous obstacle detection and avoidance systems (Al-Kaff, 2017; Aguilar et al., 
2017; Mori and Se, 2013). The proposed system is able to create the safe avoidance path 
even when the distance side obstacle is about 270 cm from the UAV. This distance is 
twice the distance of the frontal obstacle detection by a prior research work (Al-Kaff  
et al., 2017). 

One of the recommendations for future work is to use higher degree camera sensor 
for better coverage FOV. If the angle coverage of the FOV is high, more areas or regions 
in the operating environment can be detected. As a result, there will be more free regions 
in the image frame that can be selected as the safe avoidance path region for the UAV. 
Finally, it is desirable to work with data especially the data derived from the distance 
ratio cues to predict or observe the environment. If the distance ratio cues data is trained 
to certain degrees, it can be used to build a real-time depth map of the operating 
environment which favourable to both navigation system and obstacle detection system. 
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