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Abstract: Data clustering is widely applied in many real world domain including marketing, 
anthropology, medical science, engineering, economics, and others. It concerns with the partition 
of unlabelled dataset objects into clusters (groups) based on a similarity measure. The 
partitioning approach of dataset objects must follow that intra-cluster distances are smaller and 
inter-cluster distances are larger. In the current work, particle swarm optimisation (PSO) is 
employed for clustering. Some times the PSO may get stuck into a local optima; to overcome the 
PSO algorithm’s trapping in a local optima a modified adaptive inertia weight particle swarm 
optimisation (MAIWPSO) is developed for data clustering based on fitness value of particles.  
K-means, PSO and MAIWPSO for clustering have been simulated on six standard dataset 
namely iris, thyroid, heart, breast cancer, crude oil and pima. Simulation results confirm 
MAIWPSO is a better approach for clustering against K-means and PSO. 
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1 Introduction 
Clustering is a crucial approach to discover inherent 
structure in a dataset by grouping the objects of dataset into 
subsets which have some meaningful information in context 
of particular problem. Clustering is used in various field 
ranging from life science, social science, computer science 

and engineering etc. (Fahad et al., 2014; Lin et al., 2005; 
Otto et al., 2018). It is an act of partitioning an unlabelled 
dataset objects into number of groups such that objects 
within the same group have high similarity than to those of 
other groups. Each group is called cluster. A number of 
similarity measures are proposed in past few decades 
(Jaskowiak et al., 2013). In this paper we use euclidean 
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distance as similarity measure. The euclidean distance for 
any two objects p and q is given as: 
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In equation (1) Opl and Oql denote the value of lth feature for 
pth and qth object respectively and D stands for total features 
of object. 

On the basis of similarity measure clustering technique 
partitioned the objects of dataset O = {O1, O2, O3…..On} 
into K clusters C = (C1, C2, C3….CK). Thus, 

2

K

i
i

C O
=

=  (2) 

, {1, 2,3.... }i jC C for i j K∩ = ∈φ  (3) 

{1,2,3...... }iC for i K≠ ∈φ  (4) 

The above equations (2) to (4) clearly depict each data 
object must fall at least one cluster and none of the cluster 
to be empty. 

In current paper a modified adaptive inertia weight 
particle swarm optimisation (MAIWPSO) is developed for 
data clustering to enhance the performance. The primary 
aim of clustering technique to discover optimal centre for K 
clusters in such a way that sum of intra cluster distance is 
minimum. Thus clustering metric and objective function is 
defined as follows: 
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In equation (6) Distance (Om, Ci) stands for the similarity 
between ith cluster centre and object m; Wmi is set to 1 if 
object m falls to ith cluster otherwise it is set to 0. 

2 Related literature 
Chen and Ye (2012) developed a clustering technique based 
on original PSO called PSO-clustering. They employed the 
euclidean distance to compute the similarity between centre 
of cluster and object. Traditional approach like K-means 
suffers from the optimal solution due to the number of 
clusters to be known at begging. Thus these algorithms 
can’t ensure to give optimal solution each time. PSO take 
few parameters as compared to other evolutionary 
algorithm. To verify the performance of K-means, fuzzy C-
means (FCM) and PSO-clustering, they implement all 
approaches on four artificial datasets. Simulation results 
confirm PSO-clustering has better performance against 
traditional clustering techniques. 

Omran et al. (2006) proposed a dynamic clustering 
technique (DCPSO) based on PSO. DCPSO itself discover 
optimimum number of clusters and simultaneously generate 
the clusters with minimum user interaction. The key feature 
is user don’t worry about the how many number of clusters 
to be formed, since knowing the number of clusters to be 
formed at beginning is very difficult task and affect the 
quality of clusters. This algorithm integrates PSO and  
K-means. DCPSO start with partitioning objects into more 
clusters, and then Binary PSO is employed to discover best 
number of clusters. At next step K-means algorithm is 
employed to refine the centre of selected clusters. A validity 
index measure is used as performance measure for clusters 
obtained. This novel algorithm was applied on natural and 
synthetic images. Simulation confirm algorithm discover 
optimum number of clusters and a better approach for 
clustering. 

Ghali et al. (2009) developed a clustering approach 
based on exponential particle swarm optimisation (EPSO). 
EPSO employed exponential inertia weight in lieu of linear 
inertia weight. They compared both techniques of clustering 
on five standard dataset namely breast cancer, iris, yeast, 
glass and lenses. Simulation results confirm clustering 
based on EPSO has lower quantisation error than PSO but 
EPSO slowly converge in comparison of PSO. EPSO 
algorithm for clustering increased the probability to 
discover suitable clusters centre as it decrease the number of 
failure. 

Esmin and Matwin (2012) proposed a clustering 
approach based on particle swarm optimisation (PSO) with 
mutation operator. This hybrid particle swarm optimisation 
with mutation (HPSOM) employs PSO and integrates 
mutation operation of GA often used to tackle the problem 
of local optima. Authors implement K-mean, PSO and 
HSPOM for clustering problem on five dataset namely 
artificial problem, iris, wine and breast cancer. For fare 
comparison of all algorithm each algorithm runs 30 times. 
Comparison of HPSOM with PSO and K-means showed 
that HPSOM has least fitness error with better convergence. 
New HPSOM has smaller intra-cluster and larger inter 
cluster distances. Simulation results confirm HPSOM 
algorithm for clustering is efficient and generate compact 
clusters. 

Izakian et al. (2009) developed a clustering technique 
based on FCM and fuzzy particle swarm optimisation 
(FPSO). FCM algorithm is straight forward, easy to 
implement and efficient, but it may stuck in local optima 
because it is sensitive to the initialisation, while PSO is 
global stochastic tool which is applied to large number of 
optimisation problem. Author’s combines the FCM and 
FPSO to take the advantage of both techniques. FCM, FPSO 
and FCM-FPSO were implemented on popular dataset 
namely iris, wine, contraceptive method choice (CMC) and 
vowel. Experimental results prove that FCM-FPSO 
produced high quality clusters. 

Tsai and Kao (2011) developed a novel PSO with 
selective particle regeneration (SRPSO). This algorithm has 
two main characteristics: 
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• Unbalanced parameter setting and particle regeneration 
operation. Key role of unbalanced parameter setting to 
provide faster convergence to the algorithm while 
particle regeneration operation employed to suit out the 
problem to stuck into local optimal point and generate 
particle with better fitness value. Authors developed 
SRPSO and KSRPSO (K-means PSO) techniques for 
clustering. They simulated PSO, SRPSO and KSRPSO 
on two artificial and seven standard dataset namely, 
crude oil, iris, vowel, cancer, wine, glass and CMC. 
Simulation result confirms proposed clustering 
techniques have better performance against K-means, 
original PSO and traditional clustering methods. 
Authors also examined the proposed clustering 
techniques against other improved KNM-PSO (Kao  
et al., 2008), KGA (Bandyopadhyay and Maulik, 2002), 
PSO+R1 (Kao et al., 2007), and PSO+R2 (Kao et al., 
2007) with respect to intra-cluster distances and 
standard deviation and computational result confirm 
both approaches are better in terms of these two 
measures. 

Li et al. (2015) proposed a novel approach for clustering 
based dynamic PSO with K-means (DPSOK) for image 
segmentation. K-means algorithm for clustering suffers 
from optimum solution as it highly dependent on initial 
number of clusters to be formed. PSO is widely used as 
heuristic optimisation approach and sometime it may stuck 
in local optima. In PSO inertia weight is an important 
factor, Authors incorporate dynamic inertia weight and 
learning factor to maintain the exploration and exploitation 
trade off, i.e., to maintain equilibrium optimisation 
capability. PSOK, K-means and DPSOK were implement 
on five popular image dataset namely panda, smile, bridge, 
waterfall, cymbidim and tea. Experimental results depict 
that DPSOK outperformed the classic K-means and PSOK 
algorithm. 

Sengupta et al. (2018) proposed a clustering approach 
based on hybridisation of quantum behaved PSO and fuzzy 
c-means (QPSO FCM). Novel PSO employ fully connected 
topology. The main use of QPSO to escape from stagnation 
in local optima while FCM is use to partition data objects 
depending upon membership probabilities. Authors simulate 
QPSO FCM, PSO K-means and QPSO K-means on five 
dataset namely breast cancer, iris, seeds, sonar and 
mammographic mass. They use criterion namely F-measure, 
accuracy, intra cluster distance, inter cluster distance and 
quantisation error for estimation of performance. Simulation 
results indicate QPSO FCM for clustering produced better 
results compare to both approaches. 

Bouyer and Hatamlou (2018) developed a clustering 
approach based on K-harmonic means (KHM), improved 
cuckoo search (ICS) and PSO. This novel algorithm for 
clustering is called ICMPKHM. The main use of KHM to 
overcome the problem of sensitivity of initialisation of K 
means. ICS produce optimal result on employing levy flight 
distribution. Thus this novel ICS has high convergence than 
original cuckoo search. ICS is combined with PSO to 
overcome the problem of local optima. Author simulate 

original PSO, KHM, PSOKHM, and ICAKHM on two 
artificial dataset and eight real dataset namely iris, wine, 
wisconsin breast cancer, glass, CMC, thyroid gland, vowel, 
and ecoli. They use criterion namely mean square error,  
F measure, average standard deviation, intra cluster 
distance, Davies-Bouldin (DB) index and silhouette 
coefficient for estimation of performance. Simulation results 
indicate that ICMPKHM is not sensitive to initialisation of 
centroid and produce high quality clustering results 
compared to other algorithms. Some other good research on 
clustering based on PSO is given in papers (Alswaitti et al., 
2018; Saha and Das, 2018; Izakian et al., 2016). 

3 PSO for clustering 
PSO is a computational optimisation technique developed 
by Eberhart and Kennedy (1995) and Zhan et al. (2009). It 
is population based evolutionary algorithm which can 
mimic the fish schooling and bird flocking behaviour. In 
this technique each solution is called particle and population 
is called swarm (Gupta et al., 2019; Parveen et al., 2018). 
During the searching each particle fly in multidimensional 
solution space of problem and change their position based 
on own experience and influence of swarm. Every particle 
has limited memory, which is used to keep record of current 
velocity, current position, fitness value (quality), own best 
position and swarm best position. We denote the current 
velocity of ith particle as 1 2 3[ , , ..... ]t t t t t

i iDi i iV v v v v=  and current 
position as 1 2 3[ , , ..... ].t t t t t

i iDi i iX x x x x=  In PSO ith particle best 
position is denoted as 1 2 3[ , , ..... ]t t t t t

i iDi i iP p p p p=  and swarm 
best position is denoted as 1 2 3[ , , ..... ].t t t t t

iDG g g g x=  The 
velocity and position of ith particle are updates using 
following equations: 

1
1 21 2.t t t t t t t t

id id id id d idv w v c r p x c r g x+ = + − + −        (8) 

1 1t t t
id id idx x v+ += +  (9) 

In equation (8), d = {1, 2, 3…D} denote the dimension of 
search space. Role of cognitive acceleration constant c1 to 
magnetise the particle movement towards own best position 
while role of social acceleration constant c2 to magnetise the 
movement of particle towards swarm best position. r1, r2 ϵ 
[0, 1] are two uniformly distributed number. w stands for 
inertia weight which was given by Shi and Eberhart (1998). 
They linearly decrease the value of inertia weight according 
to below equation: 

max min
max

max
*w ww w t

t
−= −  (10) 

In equation (10) tmax is predefined number of iteration and t 
represent current iteration. Shi and Eberhart set the value of 
Wmax = 0.9 and Wmin = 0.4. This inertia weight approach for 
PSO facilitates exploration at initial iterations and 
exploitation at later iterations. Large value of inertia weight 
promotes exploration while its small value promotes 
exploitation. 
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However if particle fall into local optimal position then 
there may be the chance it can’t dispose itself from that 
position. For instance if best position obtained by swarm is 
local optimal, personal and current best position of ith 
particle is also local optimal then the second and third term 
of equation (8) incline towards zero. Inertia weight w is 
linearly decreasing, thus velocity of ith particle at next 
iteration is approximate to zero, and particle’s position at 
next iteration is not updated. Thus particle still in local 
optimal position. To overcome the particle’s trapping in 
local optimal position a modified adaptive inertia weight is 
developed for PSO based on fitness value of particles and 
applied to the clustering. 

3.1 Particle representation 
For particle representation real encoding is used. Each 
particle is a sequence of real valued number denoting the K 
clusters centre. For dataset with D dimensional features, the 
length of each particle is K X D, where first D numbers of 
sequence denote the features of first cluster centre. Next D 
numbers of sequence denote the features of second cluster 
centre and so on. A particle with 4 features and 3 clusters is 
shown in Figure 1. 

Figure 1 Particle representation in PSO for clustring 

 

3.2 Fitness evaluation 
Fitness Computation is carried out in two steps. In first step 
based on the cluster centres each object Om, m = 1, 2……N 
is assign to the ith cluster having centre Ci as: 
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After obtaining new clusters centre we can compute the 
intra cluster distance ѱi for ith cluster using equation (6). 
Fitness function is reciprocal of intra cluster distance. Thus 
fitness value of ith particle is given as follows: 

1
i

i
fit

ψ
=  (13) 

3.3 Selection of best positions 
Best positions of particles at each iteration highly affect the 
quality of solution. Thus proper selection of these two 
positions is essential. If at current iteration fitness value of 
particle’s personal best position is less than the fitness value 
of particle’s current position, then personal best position is 
set to current position otherwise there is no change. Highest 
fittest personal best position of any particle is set as swarm 
best position. 

3.4 Updation of particle velocity and position 
These are two final steps of PSO. We update the ith particle 
velocity using equation (8) and position using equation (9). 

Figure 2 Flow chart of PSO for clustering 

 

4 MAIWPSO for clustering 
In current paper a modified inertia weight is developed for 
clustering. The new PSO use particle fitness value in 
computation of inertia weight. Suppose Gt denote the global 
best position of swarm at iteration t and its corresponding 
fitness value is .t

Gfit  Thus global best solution fitness 
differential between tth and t–1th can be given as: 

1Δ t t t
G Gfit fit fit −= −  (14) 

Thus convergence speed is defined as: 

max

Δ tfitτ
fit

=  (15) 

In equation (15) fitmax = max {Δfit1, fit2,…fitt}. Therefore 
convergence speed is greater than 0 and less than or equal 
to 1. 

In PSO it is very essential to maintain the diversity of 
swarm during the course of searching. The derivation 
philosophy can be applied to preserve the diversity of 
swarm. This approach for PSO can be defined as: 
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In equation (16) to equation (18) t
avgfit  denote the average 

fitness value of swarm at iteration t. t
ifit  stands for fitness 

value for ith particle at iteration t. t
normfit  denote the 

normalisation factor of fitness and σt represents the swarm 
diversity. Swarm diversity σt is greater than zero and less 
than or equal to 1. 

Modified adaptive inertia weight integrates the 
convergence speed τ with respect to best fitness value 
obtained so far at current iteration t and swarm diversity σt 
with respect to population deviation. Thus modified 
adaptive inertia weight is defined as: 

|
min. . tw θ τ λ σ w= + +  (19) 

In equation (19), θ, λ are factors and τ, στ are greater than 0 
and less than or equal to 1. So, wmin ≤ w ≤ θ. + λ + wmin. As 
Shi and Eberhart set the value of wmax = 0.9 and wmin = 0.4 
so in equation (19) we tune wmin = 0.4 and θ + λ +  
wmin = 0.9. 

5 Computational results and discussion 
5.1 Computational environment 
PSO and MAIWPSO for clustering is simulated on six 
standard datasets selected from UCI database repository  
(https://archive.ics.uci.edu/ml/index.php). The selected 
dataset includes iris, thyroid, heart, crude oil and pima. 
Table 1 provides the characteristic of selected dataset 
including the number of features, number of clusters and 
total objects. Matlab 7.1 is used as implementation software 

of this paper. Population size Pop size is taken to 50, 
acceleration constant c1, c2 are set to 2. Each experiment 
used 500 generations. 

Table 1 Characteristic of datasets 

Sr. no. Dataset No. of  
features 

No. of  
clusters 

Total  
objects 

1 Iris 4 3 150 
2 Thyroid 5 3 215 
3 Heart 14 2 303 
4 Breast cancer 9 2 683 
5 Crude oil 5 3 56 
6 Pima 8 2 768 

 

5.2 Computational results and analysis 
We select clustering metric (sum of intra cluster distance), 
error rate and computational time as criterion for estimation 
of clustering algorithms. Percentage of misplaced data 
objects is defined as error rate. Computational outcomes are 
given in Tables 2 to 4. There are 10 columns in each table. 
Column 2 stands for serial number, column 2 denote 
problem instance, columns 3 to 7 has clustering metric and 
next column 8 denote the mean of clustering metric. 
Column 9 stands for mean error rate and mean 
computational time. We noted mean of clustering metric 
(sum of intra cluster distance) is least for every dataset in 
case of MAIWPSO compared to PSO and K-means. 
Average means error rate for MAIWPSO, PSO and K-mean 
is 11:67%, 15:05% and 17:09% while average 
computational time for MAIWPSO, PSO and K-means is 
26.07 seconds, 20.14 seconds and 62.09 seconds. Average 
mean error rate for MAIWPSO is very less in comparison of 
PSO and K-means while MAIWPSO takes more 
computational time in comparison of PSO. Graphical 
comparison of mean error rate and mean computational time 
w.r.t problem instance is shown in Figures 3(a) and 3(b) 
respectively. 

Table 2 Result of K-means for clustering problems 

Sr. 
no. Test problem 

Number of runs 
Mean % Error Time 

(sec) 1 2 3 4 5 

1 Iris 116.73 109.28 103.73 100.83 118.03 109.72 20.49 25.40 
2 Thyroid 1,998.82 2,000.68 1,976.23 1,966.39 1,959.83 1,980.39 16.64 36.22 
3 Heart 1,698.79 1,704.92 1,700.33 1,762.28 1,716.33 1,716.53 18.13 52.28 
4 Breast cancer 3,281.82 3,314.12 3,301.41 3,352.80 3,340.32 3,318.09 9.05 116.68 
5 Crude oil 278. 68 279.88 279.89 278.96 281.49 279.78 18.48 9.41 
6 Pima 2973.42 2,898.72 2,886.05 2,942.41 2,890.05 2,918.13 19.77 132.57 
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Table 3 Result of PSO for clustering problems 

Sr. 
no. Test problem 

Number of runs 
Mean % Error Time 

(sec) 1 2 3 4 5 

1 Iris 96.68 103.14 105.34 98.89 104.35 101.68 18.03 13.38 
2 Thyroid 1,859.87 1,878.76 1,907.87 1,863.72 1,895.43 1,881.13 14.49 19.89 
3 Heart 1,642.71 1,632.10 1,639.82 1,625.01 1,624.71 1,632.87 15.84 21.87 
4 Breast cancer 3,129.68 3,137.81 3,242.56 3,195.78 3,118.32 3,164.83 8.60 28.44 
5 Crude oil 277.79 277.11 277.15 277.03 277.32 277.28 16.11 3.63 
6 Pima 2,785.03 2,772.02 2,777.81 2,761.71 2,781.68 2,775.65 17.21 33.63 

Table 4 Result of K-means for clustering problems 

Sr. 
no. Test problem 

Number of runs 
Mean % Error Time 

(sec) 1 2 3 4 5 

1 Iris 94.67 92.89 94.47 91.63 91.69 93.07 13.86 17.39 
2 Thyroid 1,683.62 1,619.17 1,673.87 1,676.29 1,685.15 1,667.62 11.89 25.46 
3 Heart 1,508.39 1,516.11 1,506.72 1,514.13 1,512.10 1,511.49 12.08 28.87 
4 Breast cancer 2,799.77 2,832.19 2,830.23 2,822.96 2,806.65 2,818.36 6.01 28.87 
5 Crude oil 226.29 227.09 226.77 227.98 227.77 227.18 13.10 4.79 
6 Pima 2,711.61 2,724.17 2,705.19 2,699.20 2,698.23 2,707.68 13.08 42.37 

Figure 3 Mean error rate and mean computational time comparison, (a) mean error rate (b) mean computational time 

  
(a)       (b) 

 
6 Conclusions 
Swarm based optimisation algorithms are effective tools to 
perform high quality clustering. In current paper we 
proposed a modified adaptive inertia weight PSO 
(MAIWPSO) for data clustering to obtain high quality 
clusters centre in comparison of PSO and K-means. New 
MAIWPSO use particle fitness value in computation of 
inertia weight a maintain the swarm diversity during the 
course of searching. K-means, PSO and MAIWPSO were 
simulated on 6 standard dataset namely iris, thyroid, heart, 
breast cancer, crude oil and pima. Outcomes of experiments 
have been given in Tables 2 to 4. These results depict that  
 

 
MAIWPSO is better technique for clustering compared to 
PSO and K-means over criterion clustering metric (sum of 
intra cluster distance), error rate and computational time. 
Thus MAIWPSO is efficient, robust, easy to tune and 
produced high quality solutions compared to PSO and  
K-means. As future work we suggest to test the 
performance of MAIWPSO for clustering with other swarm 
based optimisation techniques like glowworm swarm 
optimisation, cuckoo search, gravitational search algorithm, 
grey wolf optimiser differential evolution, artificial bee 
colony, ant colony on different datasets and discover the 
best one clustering technique over given criterion. 
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