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Abstract: This paper focuses on aggregated performance of alternatives for 
management decision making. Assuming non-comparable criteria, we propose 
a composite indicator (CI) based on weighted product instead of commonly 
applied weighted average (WA). We extensively compare WA and CI in a  
real-world example of strategic decision making problem regarding enterprise 
resource planning system upgrade. The CI shows robustness to data scale 
change. User preference for a decision support method was examined based on 
complexity perception and willingness to use. The users are more likely to 
understand simple methods and apply them rather than methods that they do 
not comprehend, and the proposed approach is rated ‘statistically not worse’ 
than WA in this regard. Our findings should help managers in practical  
multi-attribute problems where alternative ranking based on a number of  
non-comparable properties is required. The alternative’s rank is obtained in a 
mathematically correct way, and the aggregation does not need data 
normalisation. 
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1 Introduction 

A problem where one needs to choose one or several best alternatives from a set of many 
possible alternatives is called a multi-criteria decision making (MCDM) problems. The 
best alternative is chosen based on several criteria. One decision maker (DM) or a group 
of persons (DMs) can decide on the choice. We consider a problem where alternatives 
constitute a discrete set of solutions where each alternative is evaluated using a given set 
of attributes describing qualities substantial for DMs. The attribute values are known 
before analysis. The attributes are measures of their utility and are evaluated in definite 
measurement units. For example, a criterion price can have respective attribute ‘price’ 
measured in currency. Criteria define how attributes create the utility of alternatives in 
multiple dimensions. Thus, attributes create the total utility of the alternative. A criterion 
catches the utility contribution of an attribute depending on its value. Criteria can be 
dependent. 

MCDM has two distinct fields: multi-attribute decision making (MADM) and  
multi-objective decision making (MODM) (Pomerol and Barba-Romero, 2000; 
Triantaphyllou, 2000). Related decision support methods usually express importance of 
attributes with weights. The problem is expressed in matrix form where each line 
represents an alternative and columns produce evaluated performance of the attributes. 

MADM with particular interest in managerial decision making on IT solutions is 
considered in the current paper. There is a finite set of alternatives with their criteria. The 
goal is to rank the alternatives. The ranking is called a complete preorder. Let function 
o(·) be a precedence aggregation function, and it aggregates criterion utility functions uj 
to a single global utility value of DM that is called a unique complete preorder (Pomerol 
and Barba-Romero, 2000). For n alternatives and m attributes, a general MADM problem 
can be expressed as the following optimisation problem: 

( ) ( ) ( ) ( ){ }
( )

1 1 2 2max , , , , ,

such that 0, 1, 2, , , 1, 2, ,≤ = =

 

 

i i j ij m im
i

j ij

o u a u a u a u a

g a j m i n
 (1) 

where i and j are indices of alternatives and attributes, aij are estimated attribute values, 
uj(aij) are the criterion objective utility functions, and gj(aij) are optional model 
constraints. 
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An efficient alternative has attribute values for respective criteria at least as large as 
other alternatives have and the value of at least one criterion can be better than the 
corresponding value of other alternatives. An efficient solution means that any criteria 
improvement is not possible without reduction of at least one other criteria. A dominated 
solution is a feasible solution, but not an efficient one. The set of all efficient solutions is 
called the efficient set. 

The main goal of this paper is to propose a simple and robust method of managerial 
decision making assistance for multi-criteria ranking of alternative solutions, and perform 
preliminary evaluation of its acceptance. We build on a preliminary work by Goman and 
Koch (2018). Current work finalises development of the composite indicator (CI) and 
generalises the application of the CI in business MADM. Formulas of the CI are modified 
in order to become clearer and comprehensible. Additionally, an illustrative example for 
denominator calculation is supplied, and the example of application of the CI to 
enterprise resource planning (ERP) upgrade decision was considerably extended to show 
stability of ranking to scale change of input data and normalisation of weights, and 
example calculation of suggested formulas is given. The application example is a 
simplified problem taken from a real-life case study. Empirical evaluation of user 
acceptance of weighted product (WP) (on which principle the CI is built) in comparison 
to weighted average (WA) and some formal decision support methods was performed. 

The remainder of the paper is organised as follows: the literature review on the 
problem and related techniques is given in Section 2, the main aggregation approaches 
(WA and WP) are reviewed in Section 3, the proposed CI based on WP is described in 
Section 4. Section 5 provides an example of the application of the proposed CI. Results 
of a first empirical evaluation of user acceptance are given in Section 6. The conclusions 
summarise the research and provide directions for future research in Section 7. 

2 Problem background and literature review 

MADM uses the function o(·) to aggregate attributes values of alternatives and take into 
account their weights (relative importance). These aggregates of attribute values can be 
translated directly into ranks of the alternatives. This aggregation function o(·) is a payoff 
function of the alternatives. Function o(·) is usually of the form of WA in most decision 
support methods including most popular ones (e.g., Pomerol and Barba-Romero, 2000; 
Belton and Stewart, 2002; Tofallis, 2008; Fleming and Wallace, 1986; Qu et al., 2018; 
Alinezhad and Khalili, 2019). Nature of the criteria and attribute estimates, used scales of 
data, and aggregation function o(·) determine the meaning of the ranking. Formal 
decision support methods like analytical hierarchy process (AHP), analytical network 
process (ANP), ELECTRE, PROMETHEE, TOPSIS, VIKOR, etc. (Triantaphyllou, 
2000; Qu et al., 2018; Alinezhad and Khalili, 2019) or simpler procedures based on a CI 
can be used for ranking of alternatives. 

A CI may use more or less formal procedure of alternative comparison that is usually 
expressed in mathematical formulas. The simplest CI is WA, sometimes also called 
weighted sum model (WSM). It weights attribute values to produce the aggregated  
multi-dimensional utility of an alternative. It should be noted that it is presumed that all 
attributes have the same or directly comparable dimensions, and are subject to additivity 
assumption. 
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Another simple CI is WP which is not usually mentioned in literature recently. We 
refer to a review where it can be found (Kabir et al., 2014) just to imagine the low scale 
of WP application. However, it has originated in dimensional analysis, and the roots of 
WP can be traced to the Bridgman’s (1931) seminal book in the first part of the  
20th century and even earlier. Multiplication of attribute values is used in WP instead of 
sum in WA, and weights are power orders rather then multipliers in WA. 

It should be noted that there is a vast literature on aggregation functions (e.g., 
Grabisch et al., 2009; Beliakov et al., 2007). Nevertheless, not every aggregation function 
is directly applicable to MADM in an arbitrary problem domain. In the paper, we do not 
consider complex problems of weights elicitation and attribute compensation effect. A 
review on the problems and developments in the area of attribute weighting methods may 
be found in Pena et al. (2020). 

However, the attributes describe different dimensions of the alternative and can be 
measured in completely different units of measurement. It may happen that the attributes 
have no common unit of measurement. In order to address that, normalisation procedures 
are introduced for many decision support methods and CIs like WA. Normalisation is 
used to ensure that variables with numerically larger magnitude are not dominating, and 
to remove dimensions of the variables in order that they can be added (to avoid addition 
of values in different units, which means they are non-comparable). It is used in almost 
all modern decision support methods (Alinezhad and Khalili, 2019). Sometimes, this 
operation is called conversion into another (numerical) scale, scaling, standardisation, etc. 

There are several normalisation techniques available, and they do not necessarily 
come to the same result. A normalisation procedure transforms initial attribute vector aj, 
into a normalised vector vj, ∀j, i.e., it assures that all attributes will be in comparable 
scales. The most known types of normalisation are scaling with maximum value, linear 
min-max transformation, vector scaling and standardisation (z-score), and they can be 
found in Pomerol and Barba-Romero (2000), Triantaphyllou (2000) and James (2016). 
Normalisation in general is prone to errors in implementation and result interpretation, 
which is why our enhancing proposal is based on a method such that the aggregation 
result does not depend on using any method of normalisation. 

Some normalisation procedures (e.g., scaling with maximum value) preserve 
proportionality. Others (e.g., linear min-max transformation, standardisation) do not 
preserve proportionality: aij / akj is not necessarily equal to vij / vkj, i = 1, …, n, k = 1, …, 
n, i ≠ k. Normalisation also changes the meaning of variables and their impact on the CI. 
With normalisation, the same CI measured at different times can be non-comparable, so 
that data should be re-normalised, and the CI recalculated for proper comparison. There 
are no normalisation rules for ordinal scales and subjective scores (e.g., Hubbard and 
Seiersen, 2016, Ch. 5). To sum up, normalisation is an artificial step required due to 
usage of WA aggregation, normalised attribute values do not add any advantage in 
themselves. To the contrary, there is considerable difficulty in their interpretation, 
comprehension of their contribution to CI, and bias may be added to ranking because 
ratios between attribute values may be destroyed. 

Decision support methods are often used for evaluation of software investments. 
Details and reviews can be found in Renkema and Berghout (1997) and Sen et al. (2009). 
Diverse techniques are used: fuzzy logic or sets (Tzeng and Shen, 2017; Qu et al., 
 2018; Triantaphyllou, 2000), heuristics, AHP (Pomerol and Barba-Romero, 2000; 
Triantaphyllou, 2000; Qu et al., 2018), ANP (Qu et al., 2018; Alinezhad and Khalili, 
2019), outranking methods (ELECTRE, PROMETHEE) (Pomerol and Barba-Romero, 
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2000; Qu et al., 2018; Alinezhad and Khalili, 2019), methods based on similarity to an 
ideal solution (TOPSIS, VIKOR) (Triantaphyllou, 2000; Qu et al., 2018; Alinezhad and 
Khalili, 2019), hybrid approaches (e.g., Liu et al., 2020), linear, mixed and nonlinear 
programming, etc. However, most of them use WA directly or indirectly (see method 
descriptions, e.g., Alinezhad and Khalili, 2019). Unfortunately, normalisation and 
transformation of initial ratio scale values to ordinal ones is preceding the aggregation for 
the reasons mentioned above. Moreover, the problems with WA for software selection 
are already known (e.g., Morisio and Tsoukiàs, 1997). 

The rank reversal is discussed and its existence in the most popular decision support 
methods is indicated with further references in Munier et al. (2019) in Section 2.3. It was 
shown that those methods that operate on ordinal variables aij (original data or values 
after normalisation) or use WA as an aggregation function are known to be prone to rank 
reversal (Triantaphyllou, 2000; Mahadev et al., 1998; Triantaphyllou and Baig, 2005; 
Wang and Triantaphyllou, 2006). The best alternative can change after adding or deleting 
a non-optimal alternative. It was also demonstrated that AHP and its modifications are 
prone to rank reversal [see details in Triantaphyllou, 2000; Hubbard, (2020), p.189]. If 
TOPSIS is used with non-comparable attributes (having different units of measure), data 
normalisation is required to compute distance from an ideal alternative. Therefore, it is 
prone to rank reversal as well. Outranking methods (ELECTRE, PROMETHEE) are 
complicated, need data normalisation and assume additive aggregation function (which 
does not have to be always true) (Wang and Triantaphyllou, 2006). ELECTRE (Wang 
and Triantaphyllou, 2006) and PROMETHEE [Smet, (2019), p.99] are subject to rank 
reversal. 

The diversity of decision support methods and their dependency on transformation of 
initial attribute values measured in different units of measurement into comparable scales 
of the criteria values with normalisation procedures can be misleading for practical 
management decision making: “There are still no rules determining the application of 
multi-criteria evaluation methods and interpretation of the results obtained” [Zavadskas 
and Turskis, (2010), p.163]. Furthermore, it is hard to explain operational aspects of 
fuzzy logic for decision making (e.g., Cooke, 2004), and mathematics of ordinal 
subjective scores (e.g., used in AHP) is a major challenge (Hubbard and Seiersen, 2016, 
Ch. 5). 

As shown, the choice of a suitable aggregation method to combine the 
multidimensional set of attributes is an important component in decision support. A 
managerial decision making requires accuracy of decision support methods and 
transparency of decision procedures. Misunderstanding value scales and meaning of 
scores between DMs, confusion in method parameters, and eventual wrong alternative 
ranking (and imminent improper decision) can be dangerous and expensive. Ratio scales 
of variables and proper mathematical expressions can greatly minimise the possibility of 
wrong decision at least by proper formal mathematical constructions and operations, 
consistently understandable scales of criteria, and unambiguously specified attribute 
values. A simple solution is necessary that can produce robust and easily explainable 
results, and combine data that can be measured in arbitrary scales. In practice, a decision 
making problem in management has only a few alternatives, but their attributes are very 
different in nature and very often non-comparable. Alternatives are known at the time of 
decision and all relevant attributes are assumed to be known or at least estimated by the 
time. 
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3 WA and WP 

WA of m attributes with weights wj ≥ 0 of n alternatives is the most common weighted CI 
[Triantaphyllou, (2000), pp.6–7]: 

1

_ , 1, , ; 0, 1.
=

= = ≥ = 
m

i j ij j j
j

WA CI w a i n w w  (2) 

WA assumes a linear precedence function, independent criteria, weights wj mean a  
trade-off ratio between attributes. The latter can be problematic in many practical 
situations. For example, a DM can assume dependent criteria, e.g., lower price and higher 
usability together with other important factors common to them. It seems unlikely that an 
alternative with insufficient values of many attributes but with the lowest price attracts 
much attention in many situations. Naturally, all properties of an alternative are of 
interest taken together and they are often correlated, i.e., the DM may want higher 
functionality and better return, and low cost, and high performance, and better reliability 
together. Eventually, weighting does not remove implicit dependence between criteria. 
Moreover, dependencies in real life are usually nonlinear, so arithmetic aggregation could 
result in a biased CI. 

An aggregation function based on WA is subjected to an effect of criteria substitution. 
The effect compensates small values of some attributes with high values of other 
attributes and can produce a competitive result. WA weights therefore constitute a 
substitution ratio between criteria rather than assume the meaning of importance. 

Under an assumption of existence of DM’s cardinal function which is additive  
over the criteria (Pomerol and Barba-Romero, 2000), MADM often handles ordinal 
evaluations (e.g., ‘very bad’, ‘bad’, ‘medium’, ‘good’, ‘very good’) after normalisation 
that should make the attribute values comparable to other (e.g., numerical) attributes. 
Nevertheless, application of WA to such attributes means that they can be additive in 
terms of their physical meaning of the application area and feasibility of operation of 
mathematical addition for the normalised scales. The two latter issues are usually not 
debated for management decision making. 

Therefore, WA has deficiencies for application in practical decision making listed in 
Tofallis (2008). They result is rank reversal, choice of an unbalanced or non-optimal 
alternative, or reduction of the set of efficient alternatives. Thus, the method is not robust 
and problematic in practical decision making. Nevertheless, WA can be applied to 
comparable raw attribute values. Then, post-normalisation to a certain baseline is not 
problematic and ranking remains the same after linear transformation (Fleming and 
Wallace, 1986). 

For m attributes with weights wj and n alternatives, a CI based on WP are the 
following [Triantaphyllou, (2000), pp.8–9]: 

1

_ , 1, , .
=

= =∏ j
m

w
i ij

j

WP CI a i n  (3) 

WP can be represented as a weighted sum of logarithms and in general, the sum of the 
weights need not be equal to unity. WP uses predefined attributes weights but does not 
require attribute normalisation. Amplification of influence of certain criteria is possible 
by permitting wj > 1. This means larger influence on CI value of attribute with larger 
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values. To decrease the influence of values from the upper end of the scale relative to 
ones from the lower end of the scale, one can set wj < 1 (Tofallis, 2008). WA_CI is 
always not smaller than WP_CI. 

A review of advantages of multiplicative aggregation functions o(·) based on WP is 
given in Aczél and Alsina (1987). Aggregation with WP is invariant to strictly positive 
affine mapping [Pomerol and Barba-Romero, (2000), p.53]. Thus, proposed aggregation 
function (3) is meaningful on independent ratio scales, see Propositions 7.1 and 7.8 in 
Grabisch et al. (2009, Ch. 7.2). 

WP possesses smaller substitutional effect than WA. In this way, an alternative 
having very low value of at least one criteria will decrease the CI of an alternative sharply 
irrespective of superior values of other criteria. Contribution of very large values of 
criteria is also increased. All in all, due to absence of linear compensation for low criteria 
values, alternatives having very high values of relatively few attributes cannot reach high 
CI. This should mean better consistency of relative ranking for alternatives with large 
variance in criteria values. As a result, WP is flexible in adjustment to DM criteria 
preference and weights. But, most importantly, WP lacks rank reversal due to attribute 
rescaling when applied properly and this enables comparability across time. 

While data normalisation is not needed, it may be applied on condition that it should 
preserve ratio scale of initial data. 

But the most important quality of WP is dimensional soundness, i.e., there is no need 
to add together non-comparable attributes. It aggregates different attributes that have 
different dimensions correctly, and assures invariance to admissible transformation of 
scales. For two alternatives having WP_CI1 and WP_CI2, it is always possible to consider 
a dimensionless ratio WP_CI2 / WP_CI2. Dimensional soundness is an absolutely 
necessary normative principle for managerial decision making. 

4 Construction of the CI 

The goal is an unbiased and simple aggregation function for criteria of alternatives for 
decision making. It follows from Section 2 and Section 3 that most known methods based 
on WA are inappropriate. Attributes are non-comparable, non-additive and can have  
non-positive values. Therefore, classical WP is not suitable for the task as well. Goman 
and Koch (2018) suggested a number of conditions for the new CI for strategic decision 
making, including application of raw data or estimations expressed in ratio scale (absence 
of data normalisation), established mathematical basis, meaningfulness of aggregation 
result, easily explainable result of aggregation, and simplicity of the aggregation 
procedure that should enable ranking of alternatives. Finally, the aggregation method 
should be robust to permissible scale change. 

Ebert and Welsch (2004) and Roberts (1984) demonstrated that a sensible or 
meaningful CI is not possible for non-comparable ordinal or interval scale values and that 
a CI based on WA or WP may show rank reversal for these types of variables. This  
puts contemporary managerial textbooks on decision making into question where 
normalisation of non-comparable data to ordinal scores or interval scales is performed. 
However, WP enables strong ordering for both non-comparable and comparable ratio 
scale values (Ebert and Welsch, 2004). Thus, WP is efficient, for it does not need 
normalisation and it prevents possible errors due to improper normalisation and 
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operational errors in the normalisation procedure itself. Moreover, verification of ranking 
is easy with available raw data and known units of measurement. Additionally, WP 
guarantees scale invariant rankings for ratio scale data. 

Majority of attributes in decision making can be of ratio scale type, however, because 
of different physical sense, they are usually non-comparable. Furthermore, the task of 
providing a meaningful CI based on WP presumes that such a CI can be obtained only for 
strictly positive variables aij > 0. Financial results for example can be expressed in 
monetary terms. Non-financial results usually cannot be expressed in such monetary 
terms, though sometimes there is a possibility for conversion (e.g., with exchange rates or 
prices). Positive values would denote benefits; however negative values may exist as 
well. 

Taking into account restrictions of initial data and their type, only ratio type of data is 
considered hereafter, and the CI is build using WP. Technological, financial, and any 
other attributes can generally be measured in ratio scale type. To give several examples, 
one can measure profitability, cash flow, ROI, expenses, project duration, payback 
period, internal rate of return, effort, performance, scalability, quality of management or 
support, headcount, data rate, requirements fulfilment, ratios (e.g., expenses over 
income), etc. in real numbers instead of subjective ordinal scores. Even parameters such 
as risk (Hubbard and Seiersen, 2016) or return on management (Strassmann, 1999) can 
be measured using ratio numbers. Let us consider all relevant attributes falling under one 
of two categories: earnings and expenses. If earnings are less than expenses, the balance 
is a negative number (i.e., loss). In the opposite, if earnings are greater than expenses, 
there is profit. Nevertheless, the attribute scales can be non-comparable and the values of 
different alternatives can differ by several orders of magnitude or be negative. 

Should any criterion be a minimisation criterion, its direction can be changed to 
maximisation by means of the substitution vij = 1 / aij that results in Minj(aij) = Maxj(vij). 
This is because there are only positive attribute values under consideration. Criteria with 
undesirable meaning and possibly negative attribute values are treated by modulo of the 
attribute values |aij| as in accounting. The reverse is also possible, namely to change a 
maximisation criteria to a minimisation criterion. This is called criterion change 
operation in the following section. Criterion change operation preserves relational ratio 
between attribute values [Pomerol and Barba-Romero, (2000), p.53]. 

Let attributes having maximisation criteria be S+ and attributes that match 
minimisation criteria be S–. All values that belong to S+ should go into the nominator, for 
they naturally increase the value of the alternative and therefore, the CI. Attributes 
belonging to S– naturally have minimisation criteria, and they are going to the 
denominator of the CI after application of the criterion change operator, and have 
maximisation criteria then. Based on that in construction of the CI, we consider transfer 
from attribute values aij to new values bij below with simple functions that do not change 
their ratio scale properties. 

We assume that the scales of attributes in S+ are only positive ratio scales. There 
should be a good reason to consider alternatives with negative attribute values in S+ as 
well as with zero values. An alternative with non-existent or null value of an important 
attribute is obviously an exceptional case. However, it can happen in practice, e.g., if all 
alternatives have unsatisfactory attribute value altogether or certain ones have sufficient 
quality of all but one attributes. Should virtually non-positive values of attributes aij |  
j ∈ S+ occur, a special decision is needed for the situation, e.g., if the value should go to 
the denominator of the proposed CI for the given alternative assuming criterion change 
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operation or the attribute should be excluded. The transfer from original attribute values 
aij | j ∈ S+ to new values bij | j ∈ S+ is straightforward (these values are put into the 
nominator of the CI): 

( ) 0
.

0
>

= =  =

ij ij
ij ij

ij

a a
b f a

error a
 (4) 

We indicate in the relation above with error, the unacceptable case when aij = 0, because 
the CI based on WP cannot produce a meaningful result with zero argument. Thus, 
positive values aij | j ∈ S+ are left unchanged. 

Attributes that belong to the set S– decrease the CI. The modulo of the values is used 
similar to accounting practice. The function h(·) for attributes that belong to the set S– is 
the following (these values are put into the denominator of the CI): 

( )
10 0 1

1 .
0

 ⋅ < <
= = >
 =

k
ij ij

ij ij ij ij

ij

a a
b h a a a

error a
 (5) 

Note, that the physical meaning of attributes in the set S– presumes that their original 
value should not become positive. For example, there is no reason for expenses to 
become benefits. If this is so, the respective amount should likely be captured in the 
nominator. In such a case, additional care should be employed in the modelling stage. 
This can be a sign of improper criteria choice, and the respective criteria and attributes 
may need revision. In this situation, an affected attribute, or only a specific alternative 
may need special treatment within business decision making. For instance, the 
problematic attribute values can be changed or eliminated with constraints g(aij) [see 
equation (1)]. 

Zero values are not allowed in the denominator, therefore this situation is denoted 
with error in relation (5) above. Due to a denominator property, it is suggested to rescale 
values 0 < |aij| < 1 in formula (5) to k number of orders of 10, and k should be chosen 
such that for a given attribute j ∈ S–, values bij for all alternatives become greater than 1. 
This is possible, if one chooses such a minimum k that assures that the modulo of the 
smallest bij becomes greater than 1: |aij| · 10k ≥ 1. For instance, let us assume for a 
specified attribute j ∈ S– that |a2j| = 0.4 is the second smallest attribute value ∈ (0, 1), and 
the smallest attribute value is |a1j| = 0.01. The minimum number of orders such that b1j  
≥ 1 and b2j ≥ 1 is k = 2. Therefore, b1j = 0.01 · 100 = 1 and b2j = 0.4 · 100 = 40. The 
transformation preserves the relational ratio between attribute values b1j and b2j the same 
as between |a1j| and |a2j|: |a1j| ≤ |a2j|, b1j ≤ b2j, and |a1j| / |a2j| = b1j / b2j. It is important to 
note that if rescaling in formula (5) is applied to any attribute value, the same attribute of 
other alternatives should be rescaled with the same chosen k as well, as we have just 
illustrated in the example of two values. 

Now, assuming maximisation of all criteria, the expression for the CI for an 
alternative i is introduced: 

; 0; 0.
+

−

∈

∈

= > >
∏
∏

j

j

w
ijj S

i ij jw
ijj S

b
CI b w

b
 (6) 
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In this way, the CI [equation (6)] can process positive ratio scale and non-zero values bij 
obtained from initial attributes aij with formulas (4) and (5), where criteria j ∈ S– decrease 
the CI and j ∈ S+ increase it. The only requirement is bij ≥ 1 for the denominator of the 
CI, and this is assured in formula (5) for ratio scale data by rescaling 0 < |aij| < 1 | j ∈ S– 
with required number of orders k. Thus, the new CI can effectively aggregate  
non-comparable values of different units of measure, and the outcome is meaningful due 
to independent ratio scales of attributes (Grabisch et al., 2009, Ch. 7.2). 

5 Application: ERP upgrade decision 

For supporting its business processes, every organisation that wants to benefit from an 
integrated system has to decide on acquisition of standard software or individual solution 
development. ERP systems are large enterprise information systems with subsystems that 
enable planning and control of resources and processes, can improve operations  
and increase competitiveness (Chatzoglou et al., 2016). Standard software solution 
furthermore presumes selection of the software itself and a vendor for implementation, 
maintenance and support. This decision will have a major influence on the capabilities of 
an organisation over a long time period. 

Continuous changes in business environment and new emerging technologies put 
companies under pressure to adapt their business models, strategy, organisational 
structures, and consequently their information systems. Earlier research has been mainly 
on the early phases in the life cycle of ERP systems and especially on the implementation 
(e.g., Hakim and Hakim, 2010). Evolution, maintenance, and replacement of such 
systems have received comparably less focus, with some exceptions (e.g., Koch and 
Mitteregger, 2016). The ERP change decision making is an important strategic 
managerial problem. 

Implementation of an ERP system is a challenging process which triggers both 
technological and organisational changes. A considerable part of the lifecycle is 
maintenance. ERP upgrade is a regular part of the maintenance process. At times of ERP 
upgrade there arise similar problems to those at implementation stage (Koch and 
Mitteregger, 2016). But successful ERP upgrade produces such advantages as better 
maintenance, defect elimination, improved architecture, costs optimisation, new 
beneficial features and technologies. At this point, software cannot only be upgraded, but 
replaced with a competing solution, and other possibilities exist, including change of 
customisation level, and even postponement of the upgrade (Chatzoglou et al., 2016; 
Koch and Mitteregger, 2016; Law et al., 2010). The consequence of an inefficient 
decision can be expensive. ERP upgrade usually includes: 

1 identifying main factors that are required for the future system 

2 analysing the factors and identifying upgrade options and attributes that describe 
their properties 

3 building a model and analysing factor dependencies 

4 aggregating the factors influence into a meaningful value or set of values for ranking 
the alternatives. 
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This is a typical MADM problem. The advantage of the CI based on WP over WA will 
be demonstrated with it. Some especially useful properties are independence from 
normalisation and ability to work with data in their original scales. 

We performed a case study with a large automotive company in their ERP change 
project. This was a possibility to evaluate the multiplicative CI in real-world managerial 
ERP decision making. The company is an automotive company that was established more 
than a century ago where work ca. 3,000 employees, and its average revenue approaches  
$1 billion per year. The company is one of the largest manufacturers in its specific market 
segment. There are more than ten production facilities on three continents, and sales and 
service filial branches in more than 100 countries. 

The company ran an in-house developed ERP system that was more than 20 years 
old. It was basing on a number of piece-wise third party applications, database and 
system software, and infrastructure solutions. The system was recognised obsolete. The 
decision to change the system was caused by the anticipation of an inability of its 
efficient further maintenance and development. Alternative solutions and project 
implementation partners were re-evaluated several times during ERP change initiative in 
several phases. The re-evaluation was necessary due to the fact that there are not many 
partners with expert know-how on all ERP modules, and implementation was required in 
a number of regions of the world. 

Six alternatives for the anonymised ERP upgrade decision problem are defined: 

1 A1 upgrade the current ERP system to the newest version (from vendor 1). 

2 A2 further customise the current ERP system. 

3 A3 replace current ERP system with 1st alternate ERP system (from vendor 2). 

4 A4 replace current ERP system with 2nd alternate ERP system (from vendor 3). 

5 A5 develop a new custom system. 

6 A6 do not change ERP system, but adapt business processes. 

Next, ten criteria for the alternatives are defined, which are listed and described in  
Table 1. Most of the attributes used are measured in non-comparable scales. Most 
attribute criteria should be minimised and therefore connoting expenses, loss or 
unfavourable properties. However, their attribute values are nevertheless positive 
numbers. All alternatives are efficient and there is no dominating solution. One can 
aggregate the value of each alternative with given criteria weights using the CI. Weights 
do not add to 1, their sum is 10.4. Weights were normalised such that they add to 1 by 
division over the sum of weights. It does not change the ranking by CI, but allows to 
compare CI and WA more directly. 

To apply the CI, the criterion change operation is applied to all attributes with 
minimisation criteria first, so that all criteria be maximisation criteria, and rescaling for 
attributes whose values were below 1 is applied as described in Section 4. The values 
used in computations are provided in Table 2. Monetary attributes were entered as 
thousands of euro. The results of ranking the alternatives are shown in Table 2 with the 
respective CI values and ranks of each alternative. For illustration, we provide calculation 
of the CI using formulas (4)–(6) for alternatives A1 and A2 with original weights wj 
(from Table 1): 
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2 0.9 1

1 1 1 0.5 0.5 2 1 0.5

2 0.9 1

2 1 1 0.5 0.5 2 1 0.5

3 0.5 500 21.839,
1000 700 100 150 12 2 (2 10)

5 1 1000 301.959.
2000 500 100 300 13 1 (0.8 10)

⋅ ⋅= =
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

⋅ ⋅= =
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

CI

CI
 (7) 

Due to attribute value ‘system reliability’ ∈ S– is below 1, scaling is required for this 
attribute for all alternatives as specified in equation (5). The smallest k that assures that 
attribute ‘system reliability’ for all alternatives becomes not less that 1 is k = 1. 
Therefore, the respective attribute values for ‘system reliability’ are multiplied by 10 in 
formula (7). Finally, all computed CIs and ranks of alternatives are given in Table 2 for 
both the cases where weights are original and where weights are normed to 1. 
Table 1 Criteria and attributes 

Factor (abbr.) Units Criteria Weight Comment 
Project costs (PC) € Desc. 1  
Support costs (SC) € Desc. 1 Over 2 years 
Extra integration 
expenses (EE) 

€ Desc. 0.5 Beyond the project – in IT 
operations 

Infrastructure risk (IR) € Desc. 0.5 Estimation of extra 
purchases 

Implementation time (IT) Month Desc. 2  
Usability (U) Second Desc. 1 User time per average 

operation 
System reliability (SR) Rate, 1/year Desc. 0.5 Critical incidents per year 
Return on investment 
(ROI) 

Dim. less, ratio Asc. 2  

Project management 
practice (PMP) 

Dim. less, ratio Asc. 0.9 Rate of successful projects 

Net present value (NPV) € Asc. 1 Resulting from changes to 
business 

The CI values in Table 2 should now reflect the true cumulative utility of each 
alternative. The dependence is clearly nonlinear: A2 (the best) and A4 (the second best) 
are favourites, but even they have about double difference in CI. CI produces the same 
ranking for comparison with original weights and normed weights. Aggregation of the 
original values with WA is not possible because the attribute values were not normalised 
to one comparable scale, so they cannot be added. 

Results of CI do not depend on the scale of variables as per design. In order to check 
this, calculations are repeated with all monetary attributes expressed in millions. The 
result is given in Table 2. CI maintained rank order of alternatives. 

In order to illustrate the problems with WA when applied to normalised data, the 
solutions of the same problem obtained with WA and the proposed CI are compared. The 
normed weights are used, and attribute values aij are always recomputed as normalisation 
methods require. The computation results and alternative ranks are provided in Table 3. 
CI ranking is the same independently of normalisation procedures, and the same as in 
Table 2. Normalisation with z-score (standardisation) and linear normalisation cannot be 
applied with WP and the CI due to they produce non-positive values and zeros, 
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respectively. However, we provide WA ranking in Table 3 for linear normalisation of the 
original data, where WA produces different ranks than before with WA and CI. WA 
result with linear normalisation is different, i.e. rank reversal occurs. 
Table 2 Attribute estimates and ranks for original data values 

Factor Unit Weight A1 A2 A3 A4 A5 A6 
Monetary attributes expressed in thousands, original weights wj 
PC K€ 1 1,000 2,000 1,500 1,200 4,000 100 
SC K€ 1 700 500 200 500 400 100 
EE K€ 0.5 100 100 200 50 50 10 
IR K€ 0.5 150 300 200 80 300 20 
IT Month 2 12 13 18 20 30 1 
U s 1 2 1 3 1.5 2 10 
SR Ratio 0.5 2 0.8 0.5 1 1 12 
ROI Ratio 2 3 5 0.5 2.2 3 0.2 
PMP Ratio 0.9 0.5 1 0.8 0.4 0.5 0.7 
NPV K€ 1 500 1,000 1,000 5,000 10,000 50 
CI with original wj (from Table 1), · 109 21.84 301.96 1.57 147.35 43.24 93.65 
CI rank 5 1 6 2 4 3 
CI, normed wj, · 102 1.83 2.36 1.42 2.20 1.96 2.11 
CI rank 5 1 6 2 4 3 
Monetary attributes expressed in millions, normed weights wj 
PC Mio € 0.096 1 2 1.5 1.2 4 0.1 
SC Mio € 0.096 0.7 0.5 0.2 0.5 0.4 0.1 
EE Mio € 0.048 0.1 0.1 0.2 0.05 0.05 0.01 
IR Mio € 0.048 0.15 0.3 0.2 0.08 0.3 0.02 
IT Month 0.192 12 13 18 20 30 1 
U s 0.096 2 1 3 1.5 2 10 
SR Ratio 0.048 2 0.8 0.5 1 1 12 
ROI Ratio 0.192 3 5 0.5 2.2 3 0.2 
PMP Ratio 0.086 0.5 1 0.8 0.4 0.5 0.7 
NPV Mio € 0.096 0.5 1 1 5 10 0.05 
CI, normed wj, · 10 2.86 3.68 2.22 3.43 3.05 3.29 
CI rank 5 1 6 2 4 3 
CI with original wj (from Table 1), · 106 2.18 30.20 0.16 14.74 4.32 9.37 
CI rank 5 1 6 2 4 3 

The results in Table 3 show that CI based on WP produces a stable result equal to the 
ranking in Table 2 in case that normalisation procedure preserves relational ratios in data. 
Thus, in order to obtain reliable results, a CI based on WP should be used with data 
normalisation that keeps relative ratio between values. Ranking with WA is stable with 
data normalisation procedures that keep relational ratios as well, however the ranks can 
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be different than those with CI. With normalisation procedure c (linear normalisation), 
the WA ranking is very different from the cases with normalisation procedures a and b. 
But alternative A5 that is visibly inferior in most of the criteria to A2 and A4 is ranked 
top by the WA. The DM should decide which ranking is correct: obtained with WA or 
our CI, and which normalisation is justified. Nevertheless, the difference in ranking is 
evident. 
Table 3 Comparison of WA and CI stability to data normalisation 

Factor Weight A1 A2 A3 A4 A5 A6 
a) Normalisation: scaling to the maximum value vij = aij / maxi aij 
Project costs 0.096 0.250 0.500 0.375 0.300 1.000 0.025 
Support costs 0.096 1.000 0.714 0.286 0.714 0.571 0.143 
Extra expenses 0.048 0.500 0.500 1.000 0.250 0.250 0.050 
Infrastructure risk 0.048 0.500 1.000 0.667 0.267 1.000 0.067 
Implementation time 0.192 0.400 0.433 0.600 0.667 1.000 0.033 
Usability 0.096 0.200 0.100 0.300 0.150 0.200 1.000 
System reliability 0.048 0.167 0.067 0.042 0.083 0.083 1.000 
ROI 0.192 0.600 1.000 0.100 0.440 0.600 0.040 
Project mgmt. practice 0.086 0.500 1.000 0.800 0.400 0.500 0.700 
NPV 0.096 0.050 0.100 0.100 0.500 1.000 0.005 
CI, · 10  1.04 1.34 0.81 1.25 1.11 1.20 
CI rank  5 1 6 2 4 3 
WA, · 10  4.36 5.74 3.88 4.36 6.82 2.41 
WA rank  4 2 5 3 1 6 

b) Normalisation: vector scaling 
( )0.5

2
=


ij
ij

ij
i

av
a

 

Project costs 0.096 0.201 0.402 0.302 0.241 0.805 0.020 
Support costs 0.096 0.639 0.456 0.183 0.456 0.365 0.091 
Extra expenses 0.048 0.392 0.392 0.784 0.196 0.196 0.039 
Infrastructure risk 0.048 0.300 0.601 0.401 0.160 0.601 0.040 
Implementation time 0.192 0.273 0.295 0.409 0.454 0.681 0.023 
Usability 0.096 0.182 0.091 0.274 0.137 0.182 0.912 
System reliability 0.048 0.163 0.065 0.041 0.081 0.081 0.977 
ROI 0.192 0.432 0.721 0.072 0.317 0.432 0.029 
Project mgmt. practice 0.086 0.299 0.599 0.479 0.239 0.299 0.419 
NPV 0.096 0.044 0.089 0.089 0.443 0.886 0.004 
CI, · 102  7.12 9.16 5.53 8.55 7.60 8.19 
CI rank  5 1 6 2 4 3 
WA, · 10  3.05 3.98 2.74 3.13 4.98 1.96 
WA rank  4 2 5 3 1 6 

 



   

 

   

   
 

   

   

 

   

    Multiplicative aggregation in managerial multi-attribute decision making 247    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

Table 3 Comparison of WA and CI stability to data normalisation (continued) 

Factor Weight A1 A2 A3 A4 A5 A6 

c) Linear normalisation min max or 
max min max min

− −
= =

− −
ij i ij i ij ij

ij ij
i ij i ij i ij i ij

a a a av v
a a a a

 

Project costs 0.096 0.769 0.513 0.641 0.718 0.000 1.000 
Support costs 0.096 0.000 0.333 0.833 0.333 0.500 1.000 
Extra expenses 0.048 0.526 0.526 0.000 0.789 0.789 1.000 
Infrastructure risk 0.048 0.536 0.000 0.357 0.786 0.000 1.000 
Implementation time 0.192 0.621 0.586 0.414 0.345 0.000 1.000 
Usability 0.096 0.889 1.000 0.778 0.944 0.889 0.000 
System reliability 0.048 0.870 0.974 1.000 0.957 0.957 0.000 
ROI 0.192 0.583 1.000 0.063 0.417 0.583 0.000 
Project mgmt. practice 0.086 0.167 1.000 0.667 0.000 0.167 0.500 
NPV 0.096 0.045 0.095 0.095 0.497 1.000 0.000 
WA, · 10  5.03 6.50 4.40 5.08 4.40 5.24 
WA rank  4 1 5 3 6 2 

There is no point in illustrating WA application to data with all attribute values 
normalised to respective values of one of the alternatives as in Fleming and Wallace 
(1986). Normalisation procedures were explained in Fleming and Wallace (1986), and 
this is a division of values of the attribute of all alternatives over the attribute value of the 
alternative chosen as the baseline. For instance, we can norm all respective attribute 
values to alternative A1: ‘project costs’ of all alternatives is divided by the value of 
‘project costs’ of alternative A1, ‘usability’ is divided by the value of the ‘usability’ 
attribute of alternative A1, ‘NPV’ of each alternative is divided by the value of the 
respective attribute of alternative A1, etc. WA should not be applied after such 
normalisation, because normalisation cannot bring all attributes to the same scale (they 
are still non-comparable). In fact, data normalised in this way are of different orders, and 
still have diverse physical meaning. The difference between the example from Fleming 
and Wallace (1986) and the one considered here is that now this is a multi-criteria 
comparison with many non-comparable attributes. WA cannot be applied to add NPV, 
usability, ROI or something else directly. There is little sense in WA application to such 
data, and there exists inevitable rank reversal with WA. Nevertheless, the CI can be 
applied to data normalised in this way, and CI ranking is absolutely the same as in other 
cases shown before. 

6 Empirical evaluation of user acceptance 

In presence of multiple approaches to aggregate non-comparable attributes to determine 
value of several alternatives that can return various ranking of alternatives (and may 
depend on data normalisation), we consider that one should ask those users (DMs) who 
will use the methods about their preference. For evaluation of user acceptance, a survey 
was chosen to understand the relation between comprehension and willingness to use of 
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WA, WP and a number of other formal decision support methods, and to compare them 
accordingly. They are summarised in Table 4. The objective was to evaluate how well 
people understand decision support methods and on that basis express their willingness to 
apply them in practice. Thirty-three students were interviewed who are currently enrolled 
in a class on IT project management as part of a business informatics bachelor program. 
All the students have studied a number of managerial subjects and have basic knowledge 
about ERP and decision making approaches. A number of students also have practical 
experience at companies. All of the respondents knew about WA method for ranking, 
42% were aware of WP, and 21% of classical AHP. All answers were anonymous. 
Table 4 Decision support methods 

Method Reference 
Classical AHP (AHP1) Triantaphyllou (2000), Qu et al. (2018) 
Revised AHP (AHP2) Triantaphyllou (2000) 
ELECTRE Triantaphyllou (2000), Pomerol and Barba-Romero (2000), Qu et al. 

(2018), Alinezhad and Khalili (2019) 
PROMETHEE Pomerol and Barba-Romero (2000), Qu et al. (2018), Alinezhad and 

Khalili (2019) 
VIKOR Qu et al. (2018), Alinezhad and Khalili (2019) 
TOPSIS Triantaphyllou (2000), Pomerol and Barba-Romero (2000), Qu et al. 

(2018) 

It was not possible to identify any previous works on comparable evaluation of decision 
method acceptance. The closest areas seem to be satisfaction measurement from 
Bernroider and Schmöllerl (2013), and usability measurement from Tullis and Albert 
(2013). The interest lies in ex-ante expectations of users regarding different methods 
based on information about them acquired within a questionnaire. Thus, the questionnaire 
was developed according to the concepts from both of the sources above as follows: after 
a short abstract about MADM problems, a simple decision problem from Triantaphyllou 
and Mann (1989) with description of attributes was provided. There are three alternatives 
and three attributes in the problem. It is assumed that all the attributes meaning different 
costs in €. Therefore, the attributes are comparable. The respondents were asked to rank 
the alternatives themselves based on their subjective opinion. Then, an extensive 
description of every method was given. The description included relevant textual 
information about stages, algorithms, formulas, etc. A table with final ranks for 
alternatives of the sample problem obtained with the method was provided at the end of 
each method’s section. Intermediary calculations were given for complex methods. The 
following questions followed each method using five-level Likert ordinal scale [yes, 
rather yes (RY), not exactly (NE), rather no (RN) and no]: 

• Do you think that you understand the logic of the method? 

• Do you agree with the final ranking? 

• Has the method revealed new useful information for decision making that strongly 
supports the consistency of ranking? 

• Do you agree that the method improved your understanding of which alternatives are 
better than others? 
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• Do you believe that the method is reliable? 

Finally, one question with binary scale followed each method description: 

• Are you willing to use the method? 

The respondent’s answers to the first (understanding the logic of the method) and the last 
(willingness to use the method) questions are summarised in Table 5. The column 
‘positive’ for each method comprises the sum of ‘yes’ and ‘RY’ answers. The column 
‘WTU’ contains the number of affirmative answers to willingness to use question. 
Table 5 Summary of answers about method understanding and willingness to use 

Method Yes RY NE RN No Positive WTU 
WA 15 8 4 3 3 23 23 
WP 3 16 4 5 5 19 16 
Classical AHP 1 6 3 0 1 7 1 
Revised AHP 2 3 3 1 2 5 1 
ELECTRE 0 0 1 3 7 0 0 
PROMETHEE 0 2 5 1 3 2 0 
VIKOR 0 3 3 1 4 3 0 
TOPSIS 0 2 4 1 4 2 1 
Runs test, p = 0.05 0.45 1 0.45 0.32 0.45 0.45 0.51 

2 2
7,0.05-test, 14.07=χ χ  70.05 36.40 2.93 10.07 6.59 67.66 108.07 

The values of Likert ordinal scales of each question are considered independent variables 
of proportion of respondents that have chosen the answer to the question about each 
method. Thus, the methods are evaluated as multidimensional variables in respect to 
discrete dimensions of user’s opinion. The respective dependent variables for the 
methods are answers to the question about willingness to use each method. The existence 
of monotonic dependency was checked between concentration of positive answers on the 
Likert scale and the dependent variable (willingness to use). 

First, the case is evaluated where people express that they understand the method and 
then answer that they wish to use it. The following answers to the question of 
understanding are considered positive answers: ‘yes’ and ‘RY’, so it is assumed that their 
sum is an independent variable. Shapiro-Wilk normality test reveals that the values do not 
likely originate from normal distribution. Therefore, Spearman’s rank correlation test  
was performed on the multidimensional variables in RStudio (version 1.1.419). The 
correlation between number of positive answers to the question of understanding and 
willingness to use the method is high: ρ = 0.8435, p-value = 0.00848. 

Next, assuming linear dependency between all dimensions of answers and the 
resulting number of people who expressed their wish to use the respective method, 
multiple regression is employed between the independent variables (proportion of 
respondents who chose each answer type for a certain decision support method) and the 
dependent variable (willingness to use the method). A linear model is built and the 
Spearman correlation evaluated for it. The multiple correlation turned out to be high:  
ρ = 0.9511, p-value = 0.00028. 
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Figure 1 Regression between number of people who understand the method and is willing to  
use it, (a) regression between positive answers and willingness to use (b) multiple 
regression assuming all types of answers (see online version for colours) 

 
(a) 

 
(b) 

Visual presentation of the correlation is provided in Figure 1. It is evident that 
understanding of the method and willingness to use it are dependent in the experiment. 
Clearly, WA and WP are dominating other more complex and cumbersome methods. 
Moreover, there is a gap between the methods perceived as simple (namely, WA and 
WP) and all other methods on the basis of understanding and the following expression of 
willingness to use them in practice. Taking into consideration, inconsistencies of many 
formal decision support methods, problems concealed in normalisation from Section 2, 
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and the advantages of WP (Section 3) for most decision making applications, one can 
conclude that these two simple aggregation methods turn out to be the most reliable and 
useful in practice (while WP has not been well promoted). 

A null hypothesis H0 is that people’s understanding of methods does not make a 
difference for whether they are willing to use them in practical application. The 
alternative hypothesis H1 is that they prefer methods that they understand and therefore 
are willing to choose them for practical application. 

The results of a rank sign test (see Table 5) show that the answers (data in columns) 
are not a random fluke: Wald-Wolfowitz runs test shows that all data are not a random 
pattern (p-value > 0.05). Provided there is very good correlation between columns,  
chi-square test for compatibility of K counts in Table 5 reveals that answers about 
understandability and willingness to use are all significantly different for all the methods. 
Moreover, both the understanding of the methods is significantly different and the 
respective answers of willingness to use are as well. Therefore, the null hypothesis is 
rejected and it is believed that the alternative hypothesis H1 is true: people prefer methods 
that they understand and therefore are willing to choose them for practical application. 

Furthermore, two-proportion chi-square test demonstrates that understanding of WA 
and WP are not significantly different (p-value > 0.05) from each other, whereas all other 
methods are significantly different from them (p-value < 0.05). The same is true for the 
test for willingness to use. Computations were done in RStudio (version 1.1.419). 

It is interesting to note that chi-square test in Table 5 for positive answers (‘yes’, 
‘RY’ alone and ‘positive’) show that people understand all methods statistically 
differently. However, if they do not understand the methods, the distribution of their 
answers is the same (‘NE’, ‘RN’ and ‘no’). 

7 Conclusions 

In this paper, a new approach for MADM problems in business decision making is 
proposed. Additive aggregation is problematic if attributes have different dimensions  
and scales. In this case, normalisation of values is necessary, which could violate 
proportionality between attribute values and makes interpretation of the resulting values 
complicated. Therefore, the proposed method for managerial decision making works with 
non-comparable attributes, and aggregation based on multiplicative principle seems a 
candidate which is also robust to rank reversal. 

A CI based on WP is introduced. The CI is a mathematically correct way of 
dimensional aggregation of non-comparable attributes for decision making, and does not 
cause rank reversal caused by trivial change in attribute scales. The CI operates with 
maximisation and minimisation criteria, which are in the nominator, respectively the 
denominator. The only requirement is that values in the denominator must not be below 
1, which is assured through rescaling. Moreover, it simplifies the analysis because it 
needs no normalisation techniques for raw data. Furthermore, verification of the ranking 
is simplified due to availability of the raw attribute data in the formulas. 

If weights add to unity, any of the attributes has less than linear effect on CI growth. 
Larger attribute values and higher criteria weights produce higher CI value. Attributes 
with substantially smaller values contribute much less to the overall CI value. The 
influence is therefore nonlinear. Weights bigger than unity can increase this effect even 
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more because the contribution is now a power function. This approach therefore is 
flexible and allows CI adjustment for particular problem conditions. 

We illustrated method application with a simplified real-life case of ERP upgrade 
decision making having ten criteria and six alternatives. The stakeholders recognised the 
advantages of the proposed CI, including ease of application, and acknowledged its 
superiority over their current methodology and decision support methods they knew. 
Nevertheless, this is only the first case study in the area of managerial decision making. 
More empirical studies are required to understand the generality of applicability in 
decision making problems and user acceptance, e.g., willingness to replace the current 
practice with the use of the proposed CI in their everyday work. 

The experimental comparison between traditionally recommended WA-based CI for 
decision making and our WP-based CI with an example ERP upgrade problem was 
performed. It proved theoretical notions of robustness of the WP-based CI to allowable 
changes of attribute scales. The new CI persuasively evidences stable and transparent 
outcome independently of permissible scale change of the input data. Computational 
procedure is simpler than in most of decision support methods, and it needs not 
normalisation of data. 

Empirical evaluation of user acceptance showed that there exists a dependency 
between comprehensibility of a decision support method and willingness to use it. Simple 
methods surpass complex formal ones in willingness to use even after the users are 
familiarised with them. The consequence for decision making is the need of WP 
promotion as the only available tool to produce comprehensive and robust CI also 
offering sufficient understandability. However, our study is of small-scale and was 
performed not among the target group – managers. This result encourages further  
user acceptance experiments. We believe that similar studies with practitioners in 
management decision making in diverse business fields are required. 

In further research, user acceptance of the CI should be further evaluated in an 
empirical manner, presumably, in real-life problems in companies, and traditional 
methods of decision support should participate in the comparison. This can include its 
application in a variety of current real-life problems or retrospective re-evaluation of 
already completed decisions with known related information that DMs used. There is a 
need to compare to the results of other theoretical decision support methods proposed in 
the literature, including DM’s personal attitude to the aspects of correctness, points of 
comparison and reasoning about usefulness. 

Another direction for future work is further detailed evaluation of people’s 
acceptance of decision support methods and willingness to use them as well as ease of 
results interpretation and adoption of the resulting ranking. As people are DMs, only they 
can distinguish between a correct and a biased or inconclusive ranking. There is a 
potential to reveal subjective criteria of acceptability of decision support techniques  
and correctness of ranking of alternatives for managers. It seems that this is a 
multidisciplinary area, not purely a technological or mathematical one. 
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