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Abstract: Test case prioritisation reorders test cases based on faulty module
detection capability to detect maximum faults by minimum execution. Since
40% budget is allocated for software testing, prioritisation can reduce that
budget by early fault detection. In software development life cycle (SDLC),
faults are propagated to the connected phase and continuing until final
release, because every phase depends on its previous phase’s outcomes.
This motivation derived prioritisation approach by focusing collaboration of
different SDLC phases named requirements, design and code. Since, each of
the SDLC phase has its own impact on test case, unique priority constants are
assigned to every phase, which are used for constructing final priorities. The
proposed framework was experimented on different projects, and results have
been compared to several prominent schemes considering individual phase
of SDLC. On average, proposed collaborative approach performs 22.77%
and 29.01% better than individually requirements and source code based
prioritisation techniques respectively.
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1 Introduction

Test case prioritisation reorders test cases for providing earlier feedback to software
testers and managers about faulty modules, which are exigent specially in regression
testing. This type of testing revalidates the modified software when new component
is included to adapt the change requirements which may adversely impact on existing
software. This revalidating procedure considers both old and new test cases to ensure
software functionalities, which is costly and time consuming (Rothermel et al., 2001;
Srikanth and Williams, 2005; Hasan et al., 2017). Therefore, various test case selection
techniques are introduced to improve regression testing efficiency which are categorised
as test suite reduction, selection and prioritisation (Rothermel et al., 2001). Although
reduction and selection reduce regression testing reliability by omitting test cases,
whereas prioritisation selects the appropriate set in terms of fault detection without
omitting any test cases. In prioritisation schemes, priority values are assigned to all test
cases based on their accuracy of fault detection. Test cases are prioritised before the
software release using related information such as requirements, source code, etc. Since,
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testing is a vital part of software development life cycle (SDLC), other phases of SDLC
are intimately related to test cases (Pressman, 2005).

Several test case prioritisation schemes have been proposed to increase regression
testing effectiveness in terms of fault detection rate which can be categorised into
several groups named as software requirements-based (Arafeen and Do, 2013; Srivastva
et al., 2008), code coverage-based (Rothermel et al., 2001; Haidry and Miller,
2013), without considering SDLC information directly (Li et al., 2010; Malhotra
and Tiwari, 2013), etc. Collaborating requirements’ risk and severity Srivastva et al.
(2008) proposed prioritisation approach for tracing the potential test cases. Arafeen
and Do (2013) presented a requirement-based prioritisation approach, where similar
requirements are grouped together based on their textual similarities. Clusters were
created using these similarity values, where similar requirements were assigned to the
same cluster. Identifying critical component in software source code Mala and Praba
(2011) implemented test case prioritisation approach to improve code coverage where
computationally critical components were identified from software and suggested their
related test cases for early execution.

Using additional function coverage (AFC) Elbaum et al. (2002) presented a code
coverage-based approach for early fault detection where the functions are the major
part to assign weights on a test case. Genetic algorithm-based prioritisation tool has
been implemented by Islam et al. (2012a) to identify appropriate test case ordering with
respect to three different dimensions which are structure, function and cost. Malhotra
and Tiwari (2013) proposed a prioritisation framework that emphasised the rate of code
coverage by incorporating knowledge about the significance of code blocks.

However, mentioned approaches have been proposed by considering either
requirement or source code for prioritisation, which may lead an incomplete view. Since,
testing is one of the last phase of SDLC, any previous phases’ errors or faults may
propagate to this phase. On the other hand, every phase has its’ unique view points
for representing a software. That is why, all of these schemes would become more
appropriate by incorporating every previous SDLC phases together, because every phase
has considerably unique impact on test cases (Pressman, 2005).

In order to address the discussed scenario, this paper presents an effective test
case prioritisation framework named as requirements, design diagrams, and source
code collaboration (RDCC) where all the SDLC phases are considered. For test case
mapping, every requirement ID is uniquely identified as RDCC ID. Collaboration from
requirements to design diagrams, requirements to source code and requirements to
test cases are used to detect priority values. The proposed framework is experimented
on different software projects and results are compared to several prominent software
test case prioritisation schemes like requirements or source code-based prioritisation
technique. On average, proposed collaborative approach performs 22.77% and 29.01%
better than other implemented test case prioritisation schemes considering individual
phase of SDLC. The initial tasks of this research has been published in Siddik and Sakib
(2014). The major contributions of the research are listed below.

1 Requirements, corresponding to each test case, are analysed as textual similarity
by calculating term frequency and inverse document frequency. Design diagrams,
corresponding to each requirements, are extracted as readable XML format to test
the connectivity among software modules. Source code (developed based on
design diagram) are parsed as software code metrics (CMs) to calculate code
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priority for either classes or functions related to each requirements. Those three 
priorities are used to assign final priority values to test cases for early fault 
detection and minimisation of test case execution.

2 Two versions of priority constants are experimented in this research, where the
first one is assigning equal priority to every phases of SDLC and another is
different priorities based on error propagation among different phases of SDLC.
Priority constants of different phases are also normalised for computational
simplicity. The cumulative priority values of different phases of SDLC are
assigned to related test cases. Finally test cases are sorted in descending order
based on their priority values which are assigned by collaborative SDLC
information.

3 It has been demonstrated experimentally that the collaborative information from
different phases of SDLC are more effective for test case prioritisation than
considering any individual phases [e.g., requirements (Srivastva et al., 2008) and
source code (Elbaum et al., 2002)]. In addition, assigning different priorities based
on error propagation performs better than assigning similar priorities. By
integrating those phases, proposed RDCC scheme overcomes the limitations of
prioritisation techniques, which analyse individual SDLC phase.

The remainder of this article is organised as follows: Section 2 provides the background
studies of this research, whereas a detailed literature survey of test case prioritisation
are discussed in Section 3. The details of newly proposed prioritisation framework is
described at Section 4. Experiments and result comparisons of proposed framework
are described in Section 5. Finally conclusions and future work of this research are
presented in Section 6.

2 Background

Software testing (Avila-George et al., 2013) is an inseparable part of SDLC to validate
the final product against users’ expectations. Although testing phase is executed at the
end of SDLC, about 30% to 40% time and cost are allocated for this phase (Rothermel
et al., 2001). By prioritising those test cases, total software development budget can be
reduced.

2.1 Test case prioritisation

Test case prioritisation determines the proper re-orderings of test cases so that faults
can be detected early (Rothermel et al., 2001; Rahman et al., 2018). It does not always
confirm to detect faults early but maximises the probability to detect early faults every
time (Islam et al., 2012b). The objectives of test case prioritisation techniques are to
identify the optimal order of the test cases that are effective (in terms of capability of
early detecting faults) and efficient (in terms of test case execution numbers). More
specifically, the test case prioritisation is a process to identify maximum faults in
minimum test case execution.
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Test case prioritisation is formulated as a computational problem in the very
first time (Rothermel et al., 2001). According to their formulated problem, test case
prioritisation is defined as:

Given:
• (T): a test suite
• (PT): the set of permutations of T
• (f: PT → R): a function from PT to real numbers
Problem:
to find T ′ ∈ PT such that (∀T ′′)(T ′′ ∈ PT )(T ′′ ̸= T ′)[f(T ′) > f(T ′′)].

Here, PT represents the set of all possible prioritisation schemes of T and f is a function
that, applied to any such ordering, yields an award value for that ordering.

2.2 Traceability matrix

Test cases have a sheer connection between requirements. A traceability matrix is a
document usually in tabular form, containing that relationship. Test case IDs (e.g., TC1,
..., TCm) including its corresponding requirement IDs (e.g., Req1, ..., Req n) are denoted
by the row of that table. Traceability matrix would be generated for implementing
any test case prioritisation schemes, because this is the only matrix where test cases
and requirements are mapped. A sample traceability matrix is presented in Table 1,
containing m test cases and n requirements.

Table 1 Traceability matrix sample

Test case Req1 Req2 Req3 Req4 ... Req n

TC 1 * ...
TC 2 * ...
TC 3 * * ...
... ... ... ... ... ...
TC m mn

2.3 Connection between test cases and SDLC phases

Test cases are basically written to validate final product against requirements. On
the other hand, modules in design diagrams are drawn based on their corresponding
requirement IDs. Finally, source codes are developed for every design module. Sample
interconnections among different phases of SDLC are presented in Table 2, where one
requirement ID might be connected to multiple design modules or source classes. In this
case, several test cases are needed to fulfill that requirement, for example, in Table 2
requirement 1 is connected with design modules 1 and 4, source code class sample1,
and test cases 1 and 4.
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Table 2 Sample interconnection among different phases of SDLC

Requirement specification Design diagram Source code Test case

Req 1 Module 1, module 4 sample1.class TC 1, TC 4
Req 2 Module 2 sample2.class TC 2
Req 3 Module 3 sample3.class TC 3, TC 4, TC 5
... ... ... ...

3 Literature review of test case prioritisation

Because of its importance and effectiveness in large scale software testing, in recent
years, researchers have investigated different approaches of test case prioritisation.
Existing researches on test case prioritisation can be divided into different groups such
as analysing software requirements to detect faulty modules earlier (Arafeen and Do,
2013; Srivastva et al., 2008), processing source code to get maximum code coverage
(Rothermel et al., 2001; Haidry and Miller, 2013; Elbaum et al., 2002), etc. This
section describes those grouped prioritisation schemes including their methodologies,
experiments and limitations.

3.1 Prioritisation by analysing software requirements

Test cases are usually written based on software requirements, the key part of
SDLC. Software requirements reflect the requirement engineers’ viewpoints, customers’
feedback and priorities, etc. (Sommerville, 2004), which are needed for prioritising test
cases. That is why, researchers pointed the use of requirements during software test
case prioritisation (Srikanth and Williams, 2005; Arafeen and Do, 2013; Srivastva et al.,
2008).

Srivastiva et al. collaborated risk and severity factor (RSF) for tracing the potential
test cases. Different values were manually assigned to every software requirements from
customers and developers which are added to the risk factor of those requirements.
Probability factors were assigned to each requirement based on their importance
(Srivastva et al., 2008). This process finally delivered a numeric value of weighted risk
and requirements priority by multiplying associated risk and probability values. This
process was validated by an in-house devolved software. However, there was also be
a lack of integrating different software information such as requirements traceability,
source code priority, etc. which might this result questionable. Because, according to
Islam et al., without considering source code and requirements, prioritisation approaches
can not cover all possible segments (Islam et al., 2012b).

Arafeen et al. presented a requirement-based prioritisation approach, where similar
requirements are grouped together based on their textual similarities. Clusters were
created using these similarity values, where similar requirements were assigned to the
same cluster. To perform prioritisation, several types of information were being used
such as requirements-traceability matrix, requirements modification history (Arafeen
and Do, 2013), etc. The empirical results showed that clustering approach significantly
outperformed the techniques without clustering. However, reported results would be
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more accurate by considering the corresponding design diagrams for prioritising
requirements, because design diagrams have idiosyncratic uniqueness to present a
software.

3.2 Prioritisation by analysing software source code

Source code is the most important part of SDLC, because of its programed logic,
scripts, etc. (Harman, 2010), which are used to run software test cases. It was researched
that, information from source code analysis can lead effective prioritisation approaches
(Haidry and Miller, 2013; Elbaum et al., 2002).

In every software, some components become critical and fault prone, because of
their high functionality and dependability with other components. On the other hand,
poor quality of any software components adversely affects the quality of the overall
system (Balsamo et al., 1998). Mala and Praba (2011) proposed test case prioritisation
approach using critical component identification in software source code. Their approach
identified the computationally critical components from software and suggested their
related test cases for early execution.

The AFC is a code-based prioritisation approach for early fault detection where the
functions are the major part to assign weights on a test case (Elbaum et al., 2002). This
prioritisation technique depends on information relating the test suite to various elements
of source code of the original system like statements, classes, functions, etc. (Haidry and
Miller, 2013; Elbaum et al., 2002). For example, a particular code-based technique can
utilise information about the number of functions executed, or the number of blocks of
code executed, by a test. To achieve early fault detection, Elbaum et al. (2002) presented
several code-based prioritisation techniques including AFC. This approach was proposed
by analysing source code only, where information from source code are used to prioritise
test cases.

3.3 Other test case prioritisation schemes

Several prioritisation schemes have also been proposed excluding the SDLC
information. Among them heuristic approaches (Li et al., 2010; Islam et al., 2012a),
trace events technique (Rajarathinam and Natarajan, 2013), graph theoretic approaches
(Ramanathan et al., 2008), etc. are most prominent. Those approaches are basically
developed using the combination of test cases to find the best one. Researchers
introduced some heuristic algorithms to predict the approximate order of test cases for
prioritising such as hill climbing (Li et al., 2010), genetic algorithm (Malhotra and
Tiwari, 2013), etc.

Islam et al. (2012a) presented a software tool named multi-objective test case
prioritisation technique (MOTCP) to achieve both code and requirements coverage.
Genetic algorithm was used to identify appropriate test case ordering with respect to
three different dimensions which are structure, function and cost. In this scenario, the
structural dimension was related to source code and test cases under analysis. On the
other hand, the functional dimension was about how test cases exercise requirements,
whereas the cost dimension was concerned to the test execution time. Malhotra and
Tiwari (2013) proposed a framework for test case prioritisation that emphasised the rate
of code coverage by incorporating knowledge about the significance of blocks of code.
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This approach used a newly proposed metric as fitness evaluation function in a genetic
algorithm in order to evaluate the effectiveness of a test case sequence. The result
would be more efficient by considering software requirement, because requirement has
inauguration viewpoint of a software.

Sangaiah et al. (2018) proposed a software risk assessment framework to rank
notable software project risks for decision making in SDLC phases using fuzzy
multi-criteria approaches. This strategy combined multiple risk evaluation techniques
for enhancing software project performance in five major aspects named requirements,
estimation, planning and control, team organisation, and project management. Triangular
fuzzy numbers are used to quantify fuzzy linguistic variables on a scale of 0 or 1. In
this approach, potential software risks will be identified and prioritised at early stage of
SDLC phases, which ensures better handle on the improvement of software performance.
The investigated result shows this approach can effectively support the decision making
during validation of software risk factors compared to existing other methods.

Pan et al. (2018) proposed a test case prioritisation approach combining unit test
methods and test definition use associations (DU-chain) coverage to detect faults early
at regression testing. This method quantified test cases using DU-chain coverage and
fault detection capability to prioritise test cases. The experimental result showed that, the
prioritisation technique can improve error detection rate at early of regression testing.
However, for experimentation this technique manually implanted error, which leads to
biasness in result.

Dahiya et al. (2016) presented an approach for regression test selection using class,
sequence and activity diagrams. This work compared old and new versions of UML
diagrams to categorise test cases into several category to find out the change operations,
which provided significant increase in accuracy. Ramanathan et al. (2008) introduced
graph-theoretic framework for test case prioritisation named PHALANX. This approach
has been presented by addressing the limitations of implementation complexity in testing
process. It considered the dissimilarity of a test case with others in the test suite, by
executing dissimilar test cases upfront, different aspects of software are tested earlier
that will cover whole software activities (Ramanathan et al., 2008).

3.4 Summary

The review of the existing literature has shown that various prioritisation schemes
have been proposed for software testing like source code analysis, heuristics approach,
etc. Very few researchers addressed the software requirement information for test case
prioritisation, which are incomplete because, none of the work directly propose any
method that incorporates all phases of SDLC named as software requirements, design
and source code, where every phase has unique view points.

4 Proposed collaborative framework for test case prioritisation

RDCC is the proposed prioritisation framework, integrating every phase of SDLC to
detect faulty modules earlier. In SDLC, requirement engineers assemble SRS documents
using direct interaction with customers or end-users. Software designers prepare design
diagrams for the development phase on the basis of these SRS documents. Finally,
software developers develop source code based on design diagrams. This section
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describes the detail RDCC framework including it’s architecture, activities, processing
algorithms and prioritisation approach.

Figure 1 Internal interaction of proposed framework
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The internal interactions among different layer activities including their dependencies
and connectivities are presented in Figure 1. Various modules such as syntax parser,
XML reader and call graph generator, etc. are used to process inputs to the starting layer
of this framework. These processed information are individually prioritised and finally
collaborated with each others. RDCC test case mapping centre (presented in Figure 1)
uses these collaborative values to generate a prioritised list of test cases, which plays in
the principle layer of this framework.

4.1 Layer 1: input layer

The top layer of RDCC framework is named as RDCC input layer, because it takes
input from end users for whole RDCC framework. In this layer, requirements, design
diagrams, source code and test cases are collected as input from customers, designers,
developers and test engineers respectively, and prepared those as output (e.g., text or
XML form). Those outputs are usually used as the processing elements of RDCC service
layer.

4.2 Layer 2: service layer

RDCC service layer is the principle processing layer of this framework, which takes
different SDLC phase information as input from RDCC input layer and calculates their
priority values as output. The whole process is divided into four major activities which
are listed below.
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4.2.1 Requirement prioritisation

SRS documents usually contain the listed software requirements, which are provided 
by the customers. A list of well documented requirements is mandatory for this phase 
to parse the representative information (Wiegers, 1999). Because according to Wiegers 
(1999) without writing quality requirements, a software project may fail to achieve 
its’ success. How to process and prioritise requirements for test case prioritisation, are 
described below.

Requirement processing

Requirements are analysed for prioritisation, because test cases are written based on 
software requirements. The requirement priorities are calculated using textual similarities 
(Aggarwal and Zhai, 2012).

tf(t, r) =
f(t, r)

max {f(w, r) : w ∈ r}
(1)

idf(t, r) = log
N

|{r ∈ R : t ∈ r}|
(2)

tfidf(t, r, R) = tf(t, r)× idf(t, r) (3)

Reqi =
t∑

j=1

TermIDij (4)

ReqPriorityi =
Reqi

max(Req0, Req1, ..., Req|R|)
∀i = 1, 2, 3, ..., |R| (5)

Term document matrix creation and prioritisation

Each requirement is considered as a pool of structured and non structured words.
Requirements are inputted as string type which are split into words. The stop words
that have no specific meaning or that are not related to RDCC are eliminated, and the
only significant words are used to create a term document matrix (Salton and Buckley,
1988) to identify related words. In this matrix the rows and columns correspond to the
requirements and the distinct terms respectively. The multiplication of term frequency
[equation (1)] and inverse document frequency [equation (2)] calculates the tfidf
value [equation (3)]. Those frequency values of all terms are used for requirements
prioritisation.

In this framework, every requirement has a requirement ID, which is uniquely used
as RDCC ID. The priority of each RDCC ID is calculated by the division of term
priority and the sum of all priorities, which is presented by equation (4), where i
and j represent the requirement ID and term ID number respectively. Final values are
normalised for the implementation simplicity which are presented in equation (5).
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Algorithm 1 Algorithm for assigning requirement priorities

Require: Set of requirements R, priority list P1, priority function: Ri → P1i
Ensure: Assigned priority list for requirements P1
1: Begin
2: R← filterstopword(R)
3: P1← {}
4: for each requirements ri ∈ R do
5: sum← 0
6: for each term t ∈ ri do
7: tf = calculatetf(t, r) using equation (1)
8: idf = calculateidf(t, r) using equation (2)
9: tfidf = tf × idf
10: sum + = tfidf
11: end for
12: P1i ← sum
13: end for
14: for each requirement priority rpi ∈ P1 do
15: rpi ← rpi

max(P1)

16: end for
17: End

Algorithm for assigning requirement priorities

Algorithm 1 presents the requirements processing activities which takes the set of
requirements R, priority function: Ri → P1i as input and returns an assigned priority
list as output. It stores the requirement priority values to priority list P1. In the very
beginning of this process, every requirement is split into words including stop words.
After removing the stop words, only important words are listed for execution, where
proper nouns and verb base forms denote the class names and function or method
names respectively. These words are usually named as terms for creating term document
matrix. Initially, for every requirements, the priority list P1 is initialised to 0 (presented
in line 3).

The term list which is generated from the stop word filtering process, are used to
calculate term frequency [equation (1)] presented in line 7. Inverse document frequency
is also calculated using equation (2) for every requirement in the document presented
in line 8. Finally the summation of tfidf values are calculated using equation (3) and
stored in priority list P1. The term document matrix is generated using the normalised
tfidf values, which is presented in lines 7–11.

4.2.2 Design diagram prioritisation

Software design prioritisation is also an important phase, because design diagrams
contain the designers view points, which is unique to any other phases of SDLC. To
process the design diagrams, information from different diagrams (e.g., state transition
model) are extracted. Every design diagram may have different representational views,
but the underlying connection among design modules remain the same.

The design priority assignment is illustrated in Algorithm 2, which takes XML
design diagram D as input, and stores their priorities to design element priority list
P2. It generates a weighted priority list for design elements corresponding to each
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requirement. XML Parser is used to retrieve information from design XML. Before
executing Algorithm 2, priority list P2 is initialised to 0 for all design elements. This
algorithm calculates the relationship between every pair of elements (e.g., state in
state-transition). Relationships are calculated among all states in design diagrams which
is presented at lines 4 and 5. If there is a relation between any two elements, the
priority value is updated for both elements which is denoted at lines 7 and 8.

Algorithm 2 Algorithm for assigning design diagram priorities

Require: Design diagram XLM D, priority list P2, priority function: Di → P2i
Ensure: Assigned priority list for design diagram P2
1: Begin
2: E ← XMLParser(D)
3: P2← 0
4: for each element e ∈ E do
5: for each element d ∈ E \ {e} do
6: if hasRelation(e, d) then
7: P2e ← P2e + 1
8: P2d ← P2d + 1
9: end if
10: end for
11: end for
12: for each design priority dpi ∈ P2 do
13: dpi ← dpi

max(P2)

14: end for
15: End

Algorithm 3 Algorithm for assigning source code priorities

Require: Source Code C, priority list P3, priority function: Ci → P3i
Ensure: Assigned priority list for requirements P3
1: Begin
2: CMij ← 0, P3← 0
3: if Source Code follows OOP then
4: for each class c ∈ C do
5: CMij ← calculateCodeMetrics(c)
6: end for
7: else
8: for each function f ∈ C do
9: CMij ← calculateCodeMetrics(f)
10: end for
11: end if
12: for j = 0 to len(CMj) do
13: CMmax ← max(CMj)
14: for i = 0 to len(CMij) do
15: CMij ← CMij

CMmax

16: end for
17: end for
18: for each source code priority cpi ∈ P3 do
19: cpi ← average(CMij)
20: end for
21: End
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4.2.3 Software source code prioritisation technique

Source code is prioritised based on CMs, which is a set of quantitative measures
that provides overall description about a software (Kaner and Bond, 2004).
RDCC framework analyses both object oriented programming (OOP) and functional
programming (FP). In both, OOP and FP, classes and functions are the idiosyncratic
code elements accordingly. Code metrics [e.g., lines of code, McCabe’s cyclomatic
complexity, nested block depth, etc. (Fenton and Bieman, 2014)] are used to calculate
source code priority.

Algorithm 3 presents the whole source code processing and prioritising approach
to detect vulnerable code sections. It takes source code C as input, and stores their
priorities to source code priority list P3. A sorted source code priority list is generated
as output to investigate error prone modules earlier. The CM values and priority list are
initialised to 0 (Algorithm 3 lines 2–3). OOP and FP metrics are individually calculated
for classes and functions accordingly (lines 4–12). The calculated CMs are normalised
by dividing their maximum value of their priority list. This process is executed for every
CM in the priority list which is presented at lines 13–15. Finally the average value of
all normalised CMs are assigned to the source code priority list P3 which is denoted
in lines 16–18.

4.2.4 RDCC module integration and prioritisation

Previously prioritised RDCC modules named as requirements, design diagrams and
source code are integrated and prioritised in this phase, where every requirement
ID is considered as RDCC ID. Equation (6) explains the collaborative viewpoints
by calculating the values of every RDCC ID priorities, and the symbols used in
equation (6) are listed in Table 3. The calculated values from requirement specifications,
design diagrams and source code are multiplied by their priority constants α, β, and
γ respectively. The priority constants are positive numbers, and the sum of all three
constants must be equal to 1.

Wi = α× P1 + β × P2 + γ × P3 ∀i=1,2,3, ..., n (6)

Subject to : 0 ≤ α ≤ 1

0 ≤ β ≤ 1

0 ≤ γ ≤ 1

α+ β + γ = 1

If any requirement is connected to multiple design module or source code elements,
cumulative priorities will be considered for that requirement. For example, ID
requirement 4 is connected to design modules 4 and 5, then P2 will be the sum of
design priority P2[4] and P2[5]. This paper proposed two types of constant value
assignment techniques for RDCC module integration, which are described in the
following subsections.

Priority type 1: equal priority based on equal importance

Requirement, design diagram and source code are uniquely related to software test cases
by generation, inter-connection and execution respectively. Those phases of SDLC also
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have distinct point of views to represent the whole software. According to Pressman
(2005), all phases of SDLC are equally important to represent a software development.
Hence, equal values are assigned to every priority constant of requirement (α), design
diagram (β) and source code (γ). According to equation (6), the sum of all priority
constants α, β and γ is equal to 1. Hence, the individual priority of these constants will
be 1/3, because 1/3 + 1/3 + 1/3 = 1.

Table 3 Symbols used in equation (6)

Symbol Description

Wi Final weight of RDCC IDi

n Number of RDCC IDs
P1 Set of requirement priorities (0...1)
α Requirement prioritisation constant
P2 Set of design priorities (0...1)
β Design prioritisation constant
P3 Set of source code priorities (0...1)
γ Source code prioritisation constant

Priority type 2: weighted priority based on error propagation

In SDLC, every phase depends on it’s previous phase output (Sommerville, 2004). If any
phase triggers an error, that will be propagated to next phases and continued until the
final release. For example, errors of requirements engineering phase will be propagated
to the design and development phase. An example of error propagation procedure is
presented in Table 4, containing three errors (e1, e2 and e3) and three considered RDCC
phases (requirement, design and source code). Based on this hypothesis, the impacts of
requirements, design and source code will be 3, 2 and 1. So, according to equation (6),
the normalised value of α, β and γ is 3/6, 2/6 and 1/6 respectively.

Table 4 Different priorities based on error propagation

e1 (initiated at requirements) e2 (initiated at design) e3 (initiated at code)

Requirements X × ×
Design X X ×
Source code X X X
Impact of errors 3 2 1
Normalised impact 3

6
2
6

1
6

The sum of all multiplied weighted values calculates the final weight. This calculation
are executed until all the RDCC IDs are processed.

4.3 Layer 3: test case processing layer

This layer takes final priority value from RDCC service layers and generates an ordered
list of test cases using those values for the prioritisation. Test cases are written based
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on the customers’ requirements to verify the expected final products. That is why, every
test case must be related to at least one requirement, which are mapped in traceability
matrix. Using the values from that matrix and prioritised SDLC phases, final priorities
are assigned to test cases.

A requirements traceability matrix is generated in test case generation phase
including requirements and their corresponding test cases to point related words. Since,
requirement IDs are used as RDCC IDs, that means the ‘RDCC – test cases mapping
resolution’ can be found in that matrix and those requirement priorities are used for their
assigned test cases. If one test case is assigned to multiple requirements, the cumulative
priorities are set to that test case. On the other hand, if one requirement is assigned to
multiple test cases, that requirement priority is set to all assigned test cases. The priority
value of a test case is proportional to it’s ability to fault detection. That means, test
cases containing higher priority values have higher fault detecting possibilities.

5 Experimental setup and result analysis

This section presents the implementation approaches of the proposed test case
prioritisation framework along with its evaluation on early fault detection. The RDCC
framework is tested with six applications which are developed by undergraduate
Software Project Lab at IIT, University of Dhaka [uploaded at Github (Project Lab for
Test Case Prioritization, 2015), and listed in Table 5]. The performance of RDCC is
compared to several most prominent test case prioritisation approaches named as natural
orders, RSF (Srivastva et al., 2008) and AFC (Elbaum et al., 2002). Details regarding
the experimental setup of those schemes are also provided in this section. Finally, the
performance of RDCC is evaluated on the basis of early fault detection and percentage
of test case execution to detect faults. The weighted variations of detected faults are not
considered in this experiment, where every faults are assumed as equal critical.

Table 5 Dataset information for test case prioritisation

DS ID DS name Number of Design LOC Number of
requirements diagram test cases

DS1 News-A: an online news portal 14 Yes 356 74
DS2 Scientific calculator 8 Yes 636 37
DS3 Sparrow: file reading software 20 Yes 752 25
DS4 Amghotok: a platform of marriage 13 Yes 953 20
DS5 Painter: a canvas for painting freely 12 Yes 1021 16
DS6 POAS: program office automation software 18 Yes 4,037 62

Source: Project Lab for Test Case Prioritization (2015)

5.1 Implemented test case prioritisation approaches

Several test case prioritisation schemes [e.g., RSF (Srivastva et al., 2008), AFC (Elbaum
et al., 2002), etc.] are considered for the experimental analysis. Among those, three are
existing prominent approaches and rest are introduced in this paper (Table 6). In this
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experiment, AFC (Elbaum et al., 2002) and RSF (Srivastva et al., 2008) are used as the
representative of existing source code and requirements-based prioritisation approaches.

5.1.1 Existing prioritisation schemes

In RSF the risk and severity values of every requirement are collected empirically from
requirement engineers and assigned the average value of that requirement for calculating
requirement priority. In this approach, two different prioritisation factors are assigned for
each requirement, which are collected from customers, developers or managers (value
range 0 to 10) (Srivastva et al., 2008). The first one is the requirement priority which
are collected from customers, developers and managers. Another one is risk factors for
every requirement which are collected from developers.

In AFC prioritisation the test with the maximum number of functions covered is
selected for early fault detection. If more than one test has the maximum number
of functions coverage, a test is selected randomly from that test suite. Since this
AFC prioritisation technique is implemented in Java programming language, Java rand
function is used for random selection. The selected test cases and covered functions are
not considered for further selection in AFC approach.

5.1.2 Proposed prioritisation scheme

In the RDCC scheme, requirements are split into words using java split function.
Stopwords are filtered using WordNet database (Miller, 1995) in every requirements.
Verbs are replaced with their base form using WordNet verb list. Term document matrix
is generated based on those remaining words or terms using term frequency – inverse
document frequency. The final requirement priority values are normalised by dividing
with the maximum priority value which are presented in equation (5).

Design diagrams are processed to retrieve design modules or state corresponding to
each requirements. Diagrams need to be converted as readable XML format, because
RDCC uses the underlying inter-connectivity among design modules. Hence, any design
diagram can be used to calculate design priority [e.g., the experimental datasets (DSs)
are designed using state transition diagram]. In the beginning of this process, design
priority list is initialised to 0. If there is a connection between two states, these state
positions in the priority list are incremented. This process is being continued until all
the connections are processed. The design priority values are normalised as same as
requirement priority normalisation presented in Algorithm 2.

Source code are processed using four CMs named as, lines of code, McCabe’s
cyclomatic complexity, weighted methods per class (Fenton and Bieman, 2014), and
nested block depth (Fenton and Bieman, 2014). The proposed Eclipse metric plug-in is
used to export CMs values into a XML file. Those metrics values are calculated for
every classes in OOP to initialise code priority. The individual class of function metric
values are normalised by dividing the maximum metric value. The average of these
normalised metrics is used as source code priority. Any other CMs might be used, but
the average of all normalised metrics lead the code priority.

Two types of collaboration approaches equal priority (RDCC-v1) and weighted
priority (RDCC-v2) are experimented in this research. One experimental prioritisation
schemes are also noticed, which is the byproduct of RDCC approach named as
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using design diagrams only (RD1CC). All of the six prioritisation schemes with their
acronyms and descriptions are listed in Table 6.

Table 6 Implemented test case prioritisation approaches

Priority Acronym Description
scheme ID

P1 Natural Natural order for test case execution, which is the generation
order of test cases.

P2 Random Random order for test case execution, average of 50 iteration
results are used for test case priority values.

P3 RSF Risk and severity factor (RSF): a requirements-based prioritisation
(Srivastva et al., 2008).

P4 R1DCC A portion of proposed RDCC, where test cases are prioritised based
on only requirements prioritisation in a new way.

P5 RD1CC A portion of proposed RDCC, where test cases are prioritised based
on only design diagrams prioritisation.

P6 AFC Additional function coverage (AFC): a code-based prioritisation
(Elbaum et al., 2002).

P7 RDC1C A portion of proposed RDCC, where test cases are prioritised based
on only source code prioritisation only.

P8 RDCC-v1 Proposed RDCC approach with equal priority constants of
requirements, design and source code, in the basis of equally importance.

P9 RDCC-v2 Proposed RDCC approach with different priority constants of
requirements, design and source code based on error propagation flow.

Table 7 Experimental setup and determined constant values for implementing different
prioritisation techniques

Prioritisation parameters Values

Upper limit of single prioritisation parameter 1
Prioritisation range 0 to 1
Requirement priority constant (α) RDCC-v1: 1

3
, RDCC-v2: 3

6

Design priority constant (β) RDCC-v1: 1
3
, RDCC-v2: 2

6

Source code priority constant (γ) RDCC-v1: 1
3
, RDCC-v2: 1

6

Implemented language Java
Numbers of requirements in dataset Varied from 8 to 20
Numbers of line of code in dataset Varied from 636 to 4,037
Numbers of test cases in dataset Varied from 18 to 74

5.2 Assumptions and priority constants

The priority constants of requirements, design diagrams and source code are α, β and
γ respectively, which determine their impacts on test cases. The sum of those three
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constants must be equal to 1 for normalisation (details presented in Subsection 4.2.4).
For implementing RDCC framework, those constants are assigned based on two
different types of priority.

Priority type 1 Equal priority: The value of α, β and γ are equal, based on similar
importance on test cases to calculate average priority. That means
α = β = γ = 1/3.

Priority type 2 Weighted priority: The value of α, β and γ are different based on
error propagation. Here, α = 3/6, β = 2/6 and γ = 1/6.

All the assumptions and priority constant values for implementation are listed in Table 7.

5.3 Performance analysis and comparison

To measure the efficiency of test case prioritisation technique, fault detection rates
and test case execution percentage both are considered as metrics. Those parameters
represent the performance of prioritisation techniques in two different point of views.

Definition and experimental results of those two performance analysis views are
given below.

1 View 1: Percentage of detected faults with varying number of test execution.

3 View 2: Percentage of test case execution to detect different numbers of faults.

According to view 1, the higher the fault detection, the better the prioritisation approach
is. On the other hand (for view 2), the prioritisation approach executes the lower
number of test cases to detect faults is better than other approaches. For both cases, the
experimental setup and assumed constants are remaining the same which are listed in
Table 7.

5.3.1 View 1: percentage of detected faults with varying number of test case
execution

One of the major goals of test case prioritisation is to detect faults earlier, which is
the effectiveness of a prioritisation scheme. The percentage of fault detection shows
what number of faults are detected after a certain number of test case execution. This
experimental process is divided into three phases, based on percentages of test case
execution named as first quarter (25%), half (50%) and third quarter (75%). Full test
case (100%) execution results are not considered, because after executing 100% test
cases, all the faults should be detected by all prioritisation schemes. Whereas the goal
of test case prioritisation is to find the important faults earlier.

The fault detection results are listed in Table 8, indicating the percentage of fault
detection with varying number test case execution for individual DS. According to that
table, collaborative approaches (RDCC-v1 and RDCC-v2) performs better than any
other approaches. In first quarter (25%), RDCC-v1, RDCC-v2 and AFC detect 36.41%,
32.66%, and 28.97% faults respectively, which are better than average. After 50%
for test case execution, RDCC-v2 detects 71.67% faults on average, which is the best
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among all others, and RDCC-v1, RDCC-v2, RD1CC perform better than average. In
this quarter the highest and lowest fault detection rates are 71.47% and 36.47%, which
are performed by RDCC-v2 and natural order respectively. In the third quarter, other
schemes except RDCC-v1 and RDCC-v2 are only the below average of fault detection
accuracy. In this quarter, the highest and lowest detection percentages are 88.12% (by
RDCC-V2) and 61.33% (by natural order) respectively.

Figure 2 Percentage of detected faults with varying number test case execution, (a) after 25%
of test case execution (b) after 50% of test case execution (c) after 75% of test case
execution
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Table 8 Percentage of fault detection with varying number test case execution

% of TCs DS P1 P2 P3 P4 P5 P7 P6 P8 P9

25% DS1 25 16.67 25 33.33 25 25 25 33.33 33.33
DS2 25 8.33 25 41.67 0 16.67 33.33 50 50
DS3 25 50 25 37.5 25 25 25 37.5 25
DS4 7.14 17.86 7.14 14.29 7.14 7.14 7.14 14.29 14.29
DS5 16.67 50 33.33 33.33 33.33 33.33 33.33 33.33 33.33
DS6 10 20 30 40 50 40 50 50 40
AVG 18.13 27.14 24.25 33.35 23.41 24.52 28.97 36.41 32.66
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Table 8 Percentage of fault detection with varying number test case execution (continued)

% of TCs DS P1 P2 P3 P4 P5 P7 P6 P8 P9

50% DS1 41.67 50 41.67 58.33 58.33 58.33 58.33 58.33 58.33
DS2 66.67 33.33 66.67 58.33 58.33 58.33 58.33 75 75
DS3 50 87.5 62.5 62.5 37.5 37.5 50 50 50
DS4 7.14 42.86 35.71 57.14 71.43 67.86 46.43 82.14 82.14
DS5 33.33 50 50 33.33 66.67 50 50 33.33 83.33
DS6 20 50 60 70 70 70 80 80 80
AVG 36.47 52.28 52.76 56.61 60.38 57 57.18 63.13 71.47

75% DS1 75 66.67 58.33 83.33 83.33 75 83.33 83.33 83.33
DS2 91.67 75 75 75 75 75 75 75 75
DS3 62.5 80 75 75 75 75 87.5 87.5 87.5
DS4 32.14 60.71 92.86 92.86 92.86 92.86 92.86 92.86 92.86
DS5 66.67 66.67 83.33 83.33 66.67 83.33 83.33 83.33 100
DS6 40 80 90 100 100 100 90 100 90
AVG 61.33 71.51 79.09 84.92 82.14 83.53 85.34 87 88.12

The percentage of detected faults are graphically visualised in Figure 2 using
box-whisker plot, where X-axis and Y-axis represents the prioritisation approaches and
percentages of detected faults (0% to 100%) respectively. In that figure, the average line,
minimum and maximum points are depicted for every prioritisation scheme. According
to Figures 2(b) and 2(c), approach that detected faults earlier is RDCC-v2, because its
average line and maximum outlier are higher than any other approaches. On the other
hand, RDCC-v1 performs better than others in the first quarter [Figure 2(a), after 25%
of test case execution], because it detects maximum faults in this quarter.

5.3.2 View 2: percentage of test case execution to detect different number of faults

Maximum fault detection in minimum test case execution is one of the major goals of
the test case prioritisation. The percentage of test case execution results can measure
the efficiency of prioritisation approaches in terms of early fault detection by executing
certain amount of test cases. The lower the number of test case execution is, the
higher the efficiency of a prioritisation technique will be. This measuring approach is
experimented into four different phases of fault detection percentages named as 25%,
50%, 75% and 100%. All faults are divided into those four different quarters to measure
the prioritisation schemes’ efficiency in step by step.

The test case execution results to detect different quarters of faults are presented in
Table 9. Detecting 25% faults, RDCC-v1 and natural order execute 17.52% and 31.82%,
which are the lowest and highest value respectively. In this phase AFC, RDCC-v1 and
RDCC-v2 execute 22.73%, 17.52% and 20.98% test cases which perform better than
average result (24.03%). In the rest of the quarter (e.g., 50%, 75% and 100% fault
detection) RDCC-v2 executes 34.74%, 50.65%, and 88.42% test cases respectively to
detect faults, which are better than any other schemes. Because, RDCC-v2 considers all
possible view points about a software.
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Figure 3 Percentage of test case execution to detect different number of faults, (a) for 25%
fault detection (b) for 50% fault detection (c) for 75% fault detection (d) for 100%
fault detection
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Table 9 Percentage of test case execution to detect different number of faults

% of TCs DS P1 P2 P3 P4 P5 P7 P6 P8 P9

25% DS1 25 30 25 15 25 25 20 15 20
DS2 10.81 43.24 24.32 13.51 35.14 35.14 18.92 13.51 13.51
DS3 20 15 20 10 20 20 15 10 25
DS4 72.37 34.21 46.05 28.95 32.89 32.89 38.16 28.95 28.95
DS5 33.33 13.33 26.67 20 26.67 26.67 26.67 20 26.67
DS6 29.41 41.18 29.41 23.53 17.65 23.53 17.65 17.65 11.76
AVG 31.82 29.49 28.58 18.5 26.22 27.2 22.73 17.52 20.98

50% DS1 55 50 65 35 45 45 45 35 45
DS2 43.24 59.46 35.14 24.32 45.95 45.95 27.03 24.32 24.32
DS3 40 25 40 35 55 55 40 35 50
DS4 81.58 61.84 55.26 38.16 42.11 42.11 47.37 38.16 38.16
DS5 60 26.67 33.33 66.67 33.33 46.67 53.33 66.67 33.33
DS6 52.94 52.94 41.18 35.29 29.41 29.41 29.41 29.41 17.65
AVG 55.46 45.98 44.98 39.07 41.8 44.02 40.36 38.09 34.74
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Table 9 Percentage of test case execution to detect different number of faults (continued)

% of TCs DS P1 P2 P3 P4 P5 P7 P6 P8 P9

75% DS1 75 80 85 60 70 70 70 60 70
DS2 56.76 72.97 67.57 51.35 72.97 72.97 54.05 51.35 51.35
DS3 90 45 70 60 75 75 75 65 65
DS4 90.79 85.53 64.47 55.26 51.32 51.32 56.58 47.37 47.37
DS5 86.67 86.67 66.67 80 86.67 60 73.33 80 46.67
DS6 76.47 70.59 70.59 47.06 58.82 58.82 47.06 47.06 23.53
AVG 79.28 73.46 70.72 58.95 69.13 64.69 62.67 58.46 50.65

100% DS1 95 96 100 100 95 100 100 100 100
DS2 97.3 89.19 97.3 91.89 81.08 97.3 91.89 97.3 97.3
DS3 100 90 85 95 90 90 90 85 85
DS4 100 92.5 100 100 100 100 100 100 100
DS5 100 88.5 100 86.67 100 100 80 86.67 60
DS6 88.24 98 94.12 76.47 76.47 88.24 76.47 70.59 88.24
AVG 96.76 92.36 96.07 91.67 90.43 95.92 89.73 89.93 88.42

Figure 3 depicts the execution results of test case using box-whisker plot, where
where X-axis and Y-axis represents the prioritisation approaches and test case execution
percentages (0% to 100%) respectively. According to that figure, the average results of
RDCC-v1 is the best for detecting 25% faults [Figure 3(a)]. According to Figures 3(b),
3(c) and 3(d) prioritisation scheme RDCC-v2 outperforms other implemented schemes in
terms of test case execution. Because the average line in whisker-box, and the maximum
percentage of execution both are lower than any other prioritisation schemes, listed in
Table 6.

5.4 Result analysis and discussion

Since, the minimisation of test case execution can reduce testing time and cost, detecting
a specific percentage of faults, prioritisation approaches should need minimum numbers
of test case execution. RDCC-v2 scheme executes minimum number of test cases to
detect similar percentage of faults and performs better than any other implemented
schemes (column 8 in Tables 8 and 9).

RDCC-v2 approach outperforms existing techniques in terms of average fault
detection (Subsection 5.3.2) and test case execution (Subsection 5.3.1). However, after
executing specific percentage of test cases, it performs similar results with AFC (e.g.,
Table 8 DS5 in 25% test execution, and Table 9 DS1 and DS4 in 100% faults detection).
It may happen in small experiments, because collaborative information from every
phases of SDLC may not generate extra supporting issues for test case prioritisation
(such as incorporating requirements and code, requirements and design, etc.). In those
cases, proposed prioritisation technique may perform similar results to requirements
and source code analysis only, but not worst. For example, after 25% of test case



Prioritising test cases by collaborating artefacts 69

execution, RDCC-v1 and RDCC-v2 approaches produce similar results for experiment
DS3. However, most of the real life applications usually contains more modules.

Since early fault detection is one of the major goals of test case prioritisation,
RDCC-v2 approach performs 61.89%, 24.93%, 21.82% and 7.39% faster on average
of all other prioritisation schemes for 25%, 50%, 75% and 100% fault detection
respectively. Those percentages present a descending order of performance, because
RDCC approach already detects faults in early phases. Since majority faults are detected
in early phases of execution, there should be no significance in the later phases of
fault detection (e.g., 7.39% improvement in last quarter). That means collaborative
information from different phases of SDLC can increase the efficiency of test case
prioritisation technique by detecting early faults, which reduces the time and cost in
testing phases.

In a nutshell, RDCC-v2 outperforms other prioritisation schemes for all experiments
considering average fault detection and percentage of test case execution, specially for
large datatset. This scheme performs 13.414% and 13.893% better results on average
than any other implemented test case prioritisation approaches in terms of fault detection
and test case execution respectively. However, software requirements, design diagrams
and source code are mandatory for this prioritisation framework. Excluding any of
these three phases, RDCC framework works unexpectedly. Finally, it can be concluded
that prioritisation approach using the collaborative information from different phases of
SDLC can reduce time and cost in testing phase by increasing the fault detection and
minimising the test case execution rates.

5.5 Threats to validity

This section describes the external and internal threats to the validity of this experiment.
The approaches which have been taken to reduce those threats are also be added here.

• Threats to internal validity: The accuracy of proposed prioritisation scheme
depends on the correctness of requirement analysis, design diagrams and source
code developments. Incorrect design module connections or invalid requirement
analysis may miss lead the prioritisation objectives. Hence, in this study, the
greatest concern for internal validity involves the effectiveness of selecting
software artefacts for prioritising test cases. To control this threat, the normalised
average values are used to calculate any artefacts’ priority.

• Threats to external validity: The experimental study has been performed using
real life software with requirement documents and design diagrams, which were
small and medium in size. While the results from this experiment cannot be
interpreted in the context of industrial applications, different types of applications
are used to reduce this threat that came from various sources such as Android
apps, Java desktop apps, open source, etc. The proposed prioritisation approach
may not always outperform in every real life DS.
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6 Conclusions and future work

Test case prioritisation approaches reduce software development time and cost by
maximising the percentage of fault detection and minimising the percentage of test case
execution. To achieve an effective prioritisation technique, information from different
phases of SDLC which are requirements, design diagrams and source code are needed
to be collaborated. Because those phases are uniquely connected to test cases by test
case generation, test modules’ connection and test case execution, respectively including
individual view points. This hypothesis is justified and proved throughout the paper and
an effective prioritisation framework is proposed using the collaborative information
of all SDLC phases. The comparative study of the proposed framework supports the
hypothesis.

In the proposed prioritisation scheme, requirements are analysed based on textual
similarity by filtering the stop words. The remaining terms of every requirement are
prioritised using term frequency – inverse document frequency to detect requirements
priority. Those priority values are normalised in a specific range for computational
simplicity. Design diagrams (corresponding to each requirement) are extracted as
readable XML format to detect the dependencies and connectivities among design
elements. Each of the elements in diagrams are prioritised based on their number of
detected connectivities. Source code are prioritised using various CMs such as line of
code, cyclomatic complexity, weighted methods per class, etc. Classes and functions
related to each requirement are used as the idiosyncratic values of source code for
prioritisation.

Every requirement ID is uniquely identified as RDCC ID in this framework,
which are calculated by using the relationships between requirement IDs and design
modules, and requirement IDs and classes. Final RDCC priorities are calculated by the
multiplication of those calculated priorities and priority constants. The priority constants
may be equal or different (both of those are experimented in this research). If any
of those phases is missing, the priority constant of that phase is assigned to 0. The
calculated final priority values are used to assign priority of related test cases. If a test
case is related to more than one requirement IDs, the cumulative priorities are assigned
for that test cases. Finally, the test cases are sorted in descending order for early fault
detection.

It has experimentally been shown that proposed RDCC scheme has a lower
percentage of test case execution and higher percentage of fault detection rate. In
terms of early fault detection according to the experiment, collaborative information
from different phases of SDLC performs 22.77% on average faster than any other
implemented prioritisation schemes. RDCC framework also outperforms in terms of
number of test case execution and minimises 29.01% test cases for detecting specific
percentage of faults. Those results infer that proposed RDCC scheme can lead to an
effective prioritisation approach by maximising the fault detection rate and minimising
the percentage of test case execution.

The efficiency of test case prioritisation schemes are closely related to test case
generation process. Hence, irrelevant test cases can negatively affect on prioritisation
performance. Before prioritising test cases, test generation processes need to be verified.
Hence, appropriate and smell free test case generation could be a future research
direction to improve the performance of test case prioritisation schemes.
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