A Novel Squeeze YOLO-based Real-time People Counting Approach
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Abstract: Real-time people counting based on videos is one of the most popular projects in the construction of smart cities. To develop an accurate people counting approach, deep learning can be used as it greatly improves the accuracy of machine learning based approaches. To this end, we have previously proposed an accurate YOLO (You Only Look Once) based People Counting approach, dubbed YOLO-PC. However, the model of YOLO-PC was very large with an excessive number of parameters, thus it requires large storage space on the device and makes transmission on Internet a time-consuming task. In this paper, a new real-time people counting method named as Squeeze YOLO-based People Counting (S-YOLO-PC) is proposed. S-YOLO-PC uses the layer of SqueezeNet to optimize the network structure, which reduces the number of parameters used in the model without decreasing its accuracy. Based on the obtained experimental results, S-YOLO-PC reduces the number of model parameters by 11.5% and 9% compared to YOLO and YOLO-PC, respectively. S-YOLO-PC can also detect and count people with 41 frames per second (FPS) with the average precision (AP) of person of 72%.
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1 Introduction

People detection and counting are key components in intelligent security and intelligent building. One of the main technologies for people detection and counting is based on image classification and object detection. However, the complex background of videos makes it difficult to distinguish people from other objects and the background in the monitoring screen. Recently, deep learning with deep convolutional neural network has been applied in image classification and object detection and achieved high accuracy. Robot control, autonomous driving and other related tasks which highly rely on low-latency systems not only require high accuracy, but also require high speed. In recent years, R-CNN (2014), Fast R-CNN (2015), and Faster R-CNN (2015) have become representative approaches in the field of object detection. Redmon et al. (2016) proposed You only look once(YOLO), which is one of the best real-time approaches.

Based on Darknet (https://pjreddie.com/darknet/), which is the neural network framework of YOLO, YOLO based People Counting (YOLO-PC) (2017) has realized real-time people detection with an accuracy of 72.8%. YOLO-PC has improved the performance of people counting, making people counting more pertinent. YOLO-PC increased the number of cells from $7 \times 7$ to $9 \times 9$. The number of bounding box of each cell was increased to 3. In addition, the boundary-selection method was integrated in order to make the detection and counting more accurate. However, the number of parameters of YOLO-PC is still large even if it only detected one class. In order to further decrease the number of parameters in YOLO-PC, Squeeze YOLO-based People Counting(S-YOLO-PC) is proposed in this paper. Three fire layers are introduced to replace three convolution layers. The number of filters of the compression part in fire layers is further reduced. The experimental results show that the number of model parameters of S-YOLO-PC is lower than that of YOLO and YOLO-PC and the average precision of person of S-YOLO-PC is still high.

The structure of this paper is as follows. Related works on object detection, people counting and model compression are introduced in Section 2. In Section 3, S-YOLO-PC is presented including the approach to compress the model by introducing fire layers and the steps of the overall process of people counting. In Section 4, experimental results and discussions are given, where the average precision, the number of model parameters and real time performance are compared. Finally, the conclusions and planned future work are presented in Section 5.

2 RELATED WORK

2.1 Object detection and people counting

There are mainly three types of methods to count the number of people in a video. The first type uses a statistical method to estimate the number of people in a region. This method usually associates the pixel or other features of the moving area and the number of people in the area, and then trains a function to estimate the number of people. Lee et al. (2007) and Kim et al. (2008) used the underlying features such as foreground pixels statistics and motion vector for people counting. The number of pixels was associated with the number of people and the motion vector was used to distinguish the directions. In these papers, a simple feature was used to calculate the kernel function and the effect was gratifying. However, the way to calculate the kernel function was radically relevant to the specific scene. The second type of methods consists in combining object detection with object tracking. This type usually has a preprocessing procedure. During this procedure, the moving area is extracted and the people are detected in the moving area. Common object detection methods included the segmentation method based on projection histogram proposed by Zhang et al. (2007) and Ma et al. (2008), the method based on template matching proposed by Hsieh et al. (2007) and the method based on statistical classification proposed by Li et al. (2008). Bat algorithm is a novel population-based evolutionary (2018) and bio-inspired stochastic optimisation algorithm (2016) (2017) and cuckoo search is a recently developed meta-heuristic (2018). These algorithms have also been applied in object tracking (2016) (2018). Due to their high computation overhead and long processing time, these methods are very difficult to be deployed in real-time systems. The third type of methods uses the feature point tracking to obtain the path information of the points, and then performs cluster analysis of the feature point path information to realize people counting. Rabaud et al. (2006) proposed a simple means for spatially and temporally conditioning the trajectories. Given this representation, they integrated it with a learned object descriptor to achieve a segmentation of the constituent motions.

In the field of people counting, convolutional neural network (CNN) can automatically learn the high-level semantic features of people through a series of convolution operations and constantly correct feature parameters by back propagation. One of the representative works was proposed by Zhang et al. (2015), which used CNN to automatically extract the population density feature in images to estimate the people number in different scenarios. It performed end-to-end training and detection without the tedious steps such as foreground segmentation, artificial design and feature extraction.
Object detection based on deep learning mainly includes two types of methods. The first type consists of two-stage detection algorithm that divides the problem into two stages: (i) generating region proposals, and (ii) classifying the candidate regions. The representative of such algorithms was R-CNN (2014), Fast R-CNN (2015), and Faster R-CNN (2015). In contrast to these approaches, the second type of methods is one-stage detection algorithm which uses the CNN network to calculate only once. Redmon et al. (2016) proposed YOLO, which is the pioneering work of this type of methods. Subsequently, SSD (2016), Mask R-CNN (2017) and RetinaNet (2017) were proposed. YOLO transformed the object detection problem into a regression problem, which directly returned the position of the boundary box and the category probability in the output layer. Since the whole process of YOLO uses the same network, it is easy to implement the end-to-end detection. Yolo has been the subject of several improvements, YOLO9000 (2017) and Yolo v3 (2018) were proposed to seek extremely fast and accurate object detection algorithms. With its high accuracy and high speed, YOLO is more suitable for real-time applications than other algorithms.

2.2 Model compression

There is a great deal of redundancy with the parameters trained by neural networks, thus the network model should be simplified. Smaller CNN models have several advantages such as smaller server communication needs, less parameters, smaller amount of data downloaded from the cloud.

There are two types of methods for model compression. The first type mainly included pruning, sharing the weights, quantization, neural network binarization etc. These methods are used to make modification on the trained model, and then the model is fine-tuned to the original accuracy. It is not easy to restore the accuracy at the beginning in these methods. The other type of methods consists in designing a network based on the new way of convolution computation. MobileNet (2017), SqueezeNet (2016) are representative works. The SqueezeNet proposed by UC Berkeley and Stanford researchers is similar to MobileNet. The classification accuracy of SqueezeNet on ImageNet is close to that of AlexNet (2012), and the model size of SqueezeNet has been reduced by nearly 500 times compared to that of AlexNet. Apte et al. (2017) investigated the effect of a fire layer on the classification performance. While this layer did increase the speed of classification, the decrease in accuracy was suitable for use on mobile devices. S-YOLO-PC uses fire layer more reasonably to maintain high accuracy for people detection and counting.

3 The proposed S-YOLO-PC approach

3.1 OVERVIEW of S-YOLO-PC

YOLO-PC divided an image into 9×9 cells, each of which was tested separately. More cells lead to more detection boxes and higher confidence. YOLO-PC uses the cell to define the boundary, chooses different boundary according to the actual scene for people counting and ignores irrelevant and uninterested areas, making the people detection more pertinent and improving the counting accuracy.

The model of YOLO is very complicated, and the structure of YOLO-PC is more segmented, resulting in the increase of the number of parameters and model storage space. Thus, the cost of model transmission and storage on Internet is tremendous. S-YOLO-PC is an improved version of YOLO-PC. S-YOLO-PC uses the fire layer to replace the traditional convolution layer to improve the structure. In this paper, the fire layer uses the 1×1 convolution kernel to replace the usual 3×3 convolution kernel. The fire layer decreases the number of parameters with fewer filters, so the model size is reduced without decreasing the accuracy. The new model decreases the number of parameters by 11.5% compared to YOLO, and 9% compared to YOLO-PC. With the support of NVIDIA Titan X, S-YOLO-PC can detect and count people in a continuous high definition video with 41fps with AP of person of 72%. This is a good real-time performance compared to the 30fps played by the video player.

3.2 Introducing the fire layer to compress model

Weights trained by deep neural network tend to occupy large storage space due to the large number of parameters. It has become necessary to reduce the number of parameters of the model. This subsection presents the potential methods to reduce the number of parameters of YOLO-PC by using the fire module of SqueezeNet. It is necessary to optimize the network structure reasonably by reducing the number of
parameters instead of just deleting the convolution layers blindly.

The concept of fire module is proposed in SqueezeNet. It significantly reduces the number of parameters and realizes the purpose of model compression. As shown in Figure 1, the fire module has three convolution layers. The fire module is divided into the squeeze part and the expand part to compress and expand the data respectively. The squeeze part only uses the 1x1 convolution kernels to replace the usual 3x3 convolution kernels. In the expand section, both a convolution layer with 1x1 filters and a layer with 3x3 filters are used. Then, the outputs of these layers are combined by the concatenation layer.

Through calculation, we can understand more intuitively that the introduction of fire module can significantly reduce the number of parameters. For example, for a convolution layer, the number of the input channels is \( c_0 \), the kernel size is \( k \) and the number of the output channels is \( c_e \). Then, the number of parameters of the convolution layer is calculated as outlined in equation (1). For the fire module, the overall number of input channels is \( c_i \). In the squeeze part, the kernel size of the squeeze part is \( k_{s1} \), and the number of the output channels is \( s_1 \). When \( k_{s1} = 1 \), a large number of parameters of the squeeze part can be reduced. Maintaining the setting of \( s_1 < e_1 + e_3 \) at the same time, the number of the input channels in the expand part is reduced greatly. For the expand part, the number of input channels are both \( s_1 \), the kernel size is \( k_{e1} \) and \( k_{e3} \) respectively, and the numbers of output channels are \( e_1 \) and \( e_3 \) respectively. The number of parameters is calculated as shown in equation (2). The structure and specific parameters of the fire module are shown in Figure 2.

\[
P_{conv} = (c_i \times k^2 + 1) \times c_0
\]  \tag{1}

\[
P_{fire} = (c_i \times k_{s1}^2 + 1) \times s_1 + (s_1 \times k_{e1}^2 + 1) \times e_1 + (s_1 \times k_{e3}^2 + 1) \times e_3
\]  \tag{2}

It significantly reduces the number of parameters and realizes the purpose of model compression. As shown in Figure 1, the fire module has three convolution layers. The fire module is divided into the squeeze part and the expand part to compress and expand the data respectively. The squeeze part only uses the 1x1 convolution kernels to replace the usual 3x3 convolution kernels. In the expand section, both a convolution layer with 1x1 filters and a layer with 3x3 filters are used. Then, the outputs of these layers are combined by the concatenation layer.
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\[
P_{conv} = (c_i \times k^2 + 1) \times c_0
\]  \tag{1}

\[
P_{fire} = (c_i \times k_{s1}^2 + 1) \times s_1 + (s_1 \times k_{e1}^2 + 1) \times e_1 + (s_1 \times k_{e3}^2 + 1) \times e_3
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The network structure of YOLO-PC has 24 convolution layers. S-YOLO-PC replaces the sixteenth, eighteenth and twenty-fourth convolution layers with 3 fire modules. The number of input channels \( c_i \) is not limited, but more input channels can result in higher reduction of the number of parameters. As shown in Table 1, the convolution layer of 1024 input channels is replaced by the fire layers, the number of parameters can be reduced by 12 times compared to 6.5 times of 512 input channels. Replacing the convolution layer of 1024 input channels leads to the loss of many parameters. For this reason, the sixteenth and eighteenth layers, which input channels are 512, are replaced with the fire layers in S-YOLO-PC to ensure accuracy.

The output channel number of fire layer is \( e_1 + e_3 \). In SqueezeNet, \( e_1 = e_3 = 4s_1 \). We further reduce the output channel number \( s_1 \) of the Squeeze part, \( e_1 = e_3 > 4s_1 \). Thus, the number of input channels in the expand section is reduced, and the number of the parameters of 1x1 and 3x3 convolution layer of the expand part will be reduced too. The model size will be further reduced as well. The number of \( s_1 \) is reduced from 128 to 96 and the number of parameters is decreased heavily. As shown in Table 1, it is clear that the number of parameters, when fire layers are introduced, has been reduced by 25% for both 512 and 1024 inputs.

### 3.3 The proposed people counting approach based on YOLO

As shown in Figure 3, S-YOLO-PC includes six steps. The first step consists in setting the threshold of detection and adjusting the angle and height of the camera. The threshold is usually between 0.2 and 0.4. If the confidence value of detected people is below the threshold, the people will not be counted. In this paper, the default threshold value of 0.2 is used for the sake of simplicity.

In the second step, new partition method is introduced to generate more bounding boxes of people. The algorithm is designed to be more efficient in identifying people with high accuracy. YOLO divided the image into a 7x7 grid and two bounding boxes were predicted for each grid cell. Each bounding box included the coordinate information of box and the confidence of the people. By performing a set of experiments, we found that people counting works better with more detected boxes and higher confidence values. As a result, S-YOLO-PC divides the image into 9x9 grid instead of 7x7 and detects three bounding boxes.

### Table 1 Comparison of the number of parameters number with different \( s_1 \) and \( e_1 \)

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Parameter(( e_1 = 512 ))</th>
<th>Parameter(( e_1 = 1024 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>convolution</td>
<td>47190046</td>
<td>9428308</td>
</tr>
<tr>
<td>fire(( s_1 = 128 ))</td>
<td>722048</td>
<td>787584</td>
</tr>
<tr>
<td>fire(( s_1 = 96 ))</td>
<td>541792</td>
<td>590944</td>
</tr>
</tbody>
</table>
In the third step, new network structure combined with the fire layer is designed and trained. The second step is to make more partitions, which results in an increase in the number of model parameters. As introduced in Section 3.2, the combination of fire layer can produce a small model with high accuracy. The new network structure is composed of 21 convolutional layers and 3 fire layers, and the new model of people detection is trained on the data sets of VOC-2007 and VOC-2012.

The fourth step aims to detect and count people based on an appropriate boundary selection. S-YOLO-PC selects one or more grid cells from 243(9×9×3) cells and chooses a boundary according to the actual situation. If people turn left by somewhere, the boundary of the left area of the video is selected. The location of the boundary is about the location of the 113th cell. People who pass through the boundary will be counted. Figure 2 shows the camera position and selected boundary area. Similarly, if people turn right by somewhere, the location of the boundary is about the location of the 129th cell. If people go straight by somewhere, the location of the boundary is about the location of the 121th cell. S-YOLO-PC can be more pertinent and accurate in detecting the flow of people because some irrelevant interference can be avoided. For example, if people are in the billboards and unrelated backs, they can be ignored because they are not in the selected boundary.

The information of the fourth step will be processed in the fifth step. In the selected boundary area, the boxes number accumulates and constantly updates as time goes on, we define the number of boxes as $S$. The value of $S$ at the moment $t$ represents the total number of detected people from the beginning until time $t$. Since it takes time for people to move in the boundary area, the same person may be detected repeatedly. According to the statistic result, every person has been detected around 18 times when passing through the selected boundary area, so the predicted number is $S/18$ at the default threshold.

In the last step, the counting information is output. S-YOLO-PC displays the current counting number, FPS and confidence value in the video. S-YOLO-PC can also save real-time information and continue to update the information, and then output them through some interfaces.

4 Experimental results

In this section, the average precision, the number of the model parameters of YOLO, YOLO-PC and S-YOLO-PC are compared. Compared to the structure mentioned in the paper Redmon et al. (2016), the previous version mentioned is called YOLO-OLD. YOLO-PC is proposed based on the YOLO-OLD and S-YOLO-PC is proposed based on the updated YOLO V1 version and YOLO-PC.

4.1 Dataset

The training and testing dataset come from the pattern analysis, statistical modeling and computational learning visual object classes project, which is abbreviated as PASCAL VOC. The dataset includes VOC 2007 and VOC 2012. There are 20 types of objects, which are for image classification, object detection and image segmentation. In this paper, 5011 images of VOC 2007 and 11540 images of VOC 2012 are used for training to detect people. 4952 images of VOC 2007 are chosen as the test set.

4.2 Performance evaluation

The accuracy rate mainly depends on the accuracy of the people detection and the accuracy of counting. People detection is a type of object detection problem and the reference point of measuring accuracy in object detection is the mean average precision (mAP). In object
Section 3.2, and the percentage of reduced storage space is used to compare the effect of model compression. The change of parameter numbers of the three fire layers is shown in Table 4. The number of parameters is reduced by 17202912 on the original basis, and the model size is reduced by 36% compared with YOLO-OLD, 11.5% compared with YOLO, and 9% compared with YOLO-PC.

The reference point of measuring real time performance is frames per second (FPS). The reference point depends on the resolution of the test video or the image. In order to be more practical, this paper uses 1280×720 continuous high-definition videos for testing. With the support of NVIDIA Titan X, S-YOLO-PC can detect and count people with 41fps. This is a good real time performance compared to the 30fps shown in video. Figure 5 shows the experimental screen in the real escalator scene, the real-time cumulative number of people is displayed at the top of the screen. S-YOLO-PC can count people not only at escalators, but also at the entrance or exit of some similar places, such as scenic spots etc. The three pedestrians passing through in Figure 5 are accurately detected with bounding boxes and accurately counted. S-YOLO-PC uses five layers to reduce a large number of redundant parameters and improve the network structure. Smaller and faster models are more suitable for practical applications. In summary, S-YOLO-PC can quickly count people with high accuracy with a smaller model in real-time.

### 5 Conclusions and Future Work

In this paper, we have introduced a compressed real-time people counting approach named S-YOLO-PC. S-YOLO-PC improves the original convolutional structure of YOLO, and uses the optimized fire layer to replace the 3×3 convolutional layer and the compressed model with fewer parameters is obtained through training. Through more divisions of cells, S-YOLO-PC achieves more bounding boxes and higher detection confidence. Combined with a boundary selection method, people counting becomes more pertinent with higher detection and counting accuracy. In summary, S-YOLO-PC reduces the number of required parameters and compresses the models while achieving high accuracy and real-time performance, making it more suitable for practical application scenarios. As a future work, we plan to undertake further research on designing low power...
Table 4: Differences of the number of parameters

<table>
<thead>
<tr>
<th>layer name</th>
<th>output size</th>
<th>filter size/stride</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(conv layer)</td>
</tr>
<tr>
<td>convolutional</td>
<td>28x28x512</td>
<td>1x1/1</td>
</tr>
<tr>
<td>fire1</td>
<td>28x28x1024</td>
<td>2x96</td>
</tr>
<tr>
<td>maxpool</td>
<td>14x14x1024</td>
<td>2x96</td>
</tr>
<tr>
<td>convolutional</td>
<td>28x28x512</td>
<td>1x1/1</td>
</tr>
<tr>
<td>fire2</td>
<td>14x14x1024</td>
<td>3x3/1</td>
</tr>
<tr>
<td>convolutional</td>
<td>14x14x1024</td>
<td>3x3/1</td>
</tr>
<tr>
<td>convolutional</td>
<td>7x7x1024</td>
<td>3x3/2</td>
</tr>
<tr>
<td>convolutional</td>
<td>7x7x1024</td>
<td>3x3/1</td>
</tr>
<tr>
<td>fire3</td>
<td>7x7x1024</td>
<td>2x96</td>
</tr>
</tbody>
</table>
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