Noise reducing performance of anisotropic diffusion filter and circular median filter in digital images
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Abstract: The speckle noise is one of the prominent features found in ultrasound images and it tends to degrade the quality of the image. There is a historic success in the works towards this approach particularly in the medical field related to image de-speckling. In this paper, a scale-space nonlinear anisotropic diffusion process and circular median filter is being combined with un-sharp masking to filter out the speckle noise from the ultrasound images. However, the performance evaluation and the comparison of both the filters are being done at each level of the process by comparing the various parameters of image quality measures. The nonlinear anisotropic diffusion filter has found to be performing better by two decimal point values in comparison to the circular median filter.
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1 Introduction

Ultrasound technique is a well known low cost and non-invasive procedure found in diagnostic radiology, which is being extensively used. But the presence of speckle noise in the ultrasound images is one of the major drawbacks, which can degrade the quality of the images and also hampers the feature extraction of the image. The ultrasonic speckle (Vanithamani and Umamaheswari, 2010) is the interference effect, generated due to the scattering of ultrasound beam from various tissue homogeneities. Thus, the speckle, does not allow the observer to get the knowledge of fine details of small edges present in the image. The ultrasound images are also known for their low signal to noise ratio values (Singh et al., 2018). Hence, the suppression of speckle noise requires a technique from the field of digital image processing that can substantially filter out the speckle effect from the digital ultrasound images. The application of better filtering technique will definitely help to improve the potential in diagnostic ultrasound imaging. The paper presents the application of nonlinear anisotropic filter and the circular median filter (CMF) along with un-sharp masking effect to better visualise the ultrasound images. However, the comparison on the basis of evaluation metrics is also produced to convey the better results.

The paper is organised as: Section 2 defines the speckle noise with Section 3 covering the previous related works that has been summarised from various literature surveys. Section 4 covers materials and methods used in the proposed work. The flowchart of the proposed methodology is shown in Section 5. In Section 6, the image quality measures are discussed and results and discussion is given in Section 7 while the conclusion is stated in Section 8.

2 Speckle noise

The degradation, found in the ultrasound images, is a form of speckle. It is a multiplicative type of noise, which appear in the echo-genic areas of an image (Loizou et al., 2014). The speckle tends to produce a granular appearance, affecting the original image texture. The speckle noise (Benes and Riha, 2011) can be modelled as-

\[ I(i, j) = J(i, j) \cdot m(i, j) + a(i, j) \]  

where

- \( I(i, j) \) is a noisy image
- \( J(i, j) \) is the intensity of image without speckle
- \( M(i, j) \) is a multiplicative component of the speckle noise
A \( (i, j) \) is an additive component of the speckle noise with \( (i, j) \) as spatial coordinates. However, the ultrasound images are only found to be degraded by multiplicative noise (Benes and Riha, 2011). Thus, the model of speckle noise reduces to:

\[
I(i, j) = J(i, j) \times m(i, j)
\]

There have been many techniques given by Hamidi and Darai (2016) for reduction of speckle and image structure preservation which are being discussed in the following related work.

3 Related work

The proposed work has been influenced by various related researches, mentioned as follows.

Weickert et al. (1998) have presented the algorithms that are applicable for reliable nonlinear filtering and in arbitrary dimensions. However, the storage and computation of the procedure is linear. Additive operator-based splitting has been used in the proposed work is equally treated for all the coordinate axes.

Chen et al. (2011) have proposed an anisotropic diffusion method with fixed-point type iteration. They have used multi-grid solver and produced a steady-state solution. Similarly, in Yu et al. (2011), a time dependent image smoothing is produced for anisotropic diffusion process. The authors have shown a strategy of decreasing gradient threshold with time and signal to noise ratio has been calculated.

An image smoothing, edge-preserving anisotropic diffusion method is given in Lakshmanan and Maheswari (2013), this method also restores the image by using bilateral method. A diffusion model is proposed in this approach, which incorporates variance and local gradient that can preserve fine details present in the image and thus removes the noise. But the researches have shown a limitation of the proposed work for images having impulsive noise. Saleh et al. (2011) has shown a local adjustment of edges, moments and textures present in the image. The researchers have shown the forward- backward mode of diffusion process. This adaptive procedure shows a significant enhancement of features and the local geometry. Halim et al. (2014) describes the application of Perona and Malik anisotropic procedure of diffusion, as a useful de-noising technique for radiographic images. Jameel and Shanavas (2015) have shown the deduction of un sharp part of the images, and have shown the applications in the field of photography. The combination of anisotropic diffusion filter and un sharp masking was used for edge enhancement and noise smoothing in order to give the better results. Kamangar et al. (2016) has incorporated the harmonics function with Weiner filter. Ehsaeyan (2016) has shown curvelet transform for preservation of image edges. In Hamidi and Darai (2016), various algorithms for pre processing and post processing methods for heart disease have been reviewed. However, the performance of the proposed model is evaluated through peak signal to noise ratio, structural similarity index measurement and the temporal time.
4 Materials and methods

The materials and methods used in the proposed approach include the data, the material and the methods. The proposed work is composed of the original images as data, which are the ultrasound images of a human gallbladder. The 20 sample images have been taken from a locally available ultrasound centres, four of them are randomly selected to test the outcome of the proposed technique. Each image from the selected data set passes through a combination of un-sharp masking filter with nonlinear anisotropic diffusion filter and CMF. They are discussed as follows.

4.1 Un-sharp masking filter

As produced by Lakshmanna and Maheswari (2013), the un-sharp masking is a sharpness enhancing classical tool for enhancing the sharpness of an image but it does not enhances the contrast. The un-sharp filter deduces an un-sharp part of the images. It has applications in the field of printing and photography (Jameel and Shanavas, 2015). According to Saleh et al. (2011), if the input image is \( I(x,y) \), and \( I_{\text{smooth}}(x,y) \) is the smoothen form of \( I(x,y) \) then,

\[
U_{SM}(x,y) = I(x,y) - I_{\text{smooth}}(x,y)
\]

where \( U_{SM}(x,y) \) is an un-sharp mask filtered image.

The un-sharp filter operator is shown as

**Figure 1** Un-sharp filtering operation

4.2 Anisotropic diffusion filter

The process, anisotropic diffusion equation as in Perona and Malik (1990) and Tsiotsios and Petrou (2013) is given as:

\[
\frac{\partial I(x,y,t)}{\partial t} = \text{div} \left[ C(\nabla I(x,y,t)) \nabla I(x,y,t) I(x,y,t) \right]
\]

where \( I \) denote the original image, \( \nabla (x,y,t) \) is described as the gradient of the image, and \( T \) at time, \( t \) and \( c( ) \) is a conductance function. For conductance function, \( c \) is chosen as

\[
\lim_{x \to 0} c(x) = 1,
\]

such that the value of diffusion becomes maximum in the regions of uniformity with
\[ \lim_{x \to \infty} c(x) = 0, \]
such that the diffusion process is terminated across the edges.

Lakshmanna and Maheswari (2013) have produced a statistical performance for Perona–Malik approach. They have produced the image differentiated density as \( I_n \) with \( I_n \) as the neighbouring pixel and pixel \( I_s \). For the contrast piecewise regions of the image, the neighbour differences are assumed to be small with normally distributed and contains zero-mean. However, if the image region includes the discontinuity among the intensities, then the neighbour differences are not distributed normally.

According to Perona and Malik, the discrete anisotropic diffusion is given by,

\[
I_{s+1} = I_s(S) + \frac{\lambda}{|\eta_s|} \sum_{q \in \eta_s} C_k \left| \nabla I_{s+q} \right| \nabla I_{s+q}
\]

where \( S \) is the pixel position in a two-dimensional discrete grid, \( I_s \) is a sampled image, \( c \) is the conductance function and the gradient threshold parameter is shown by \( K \).

The value of \( \lambda \) belongs to \((0, 1)\) showing the diffusion rate, and four pixel neighbourhood of \( S \) is represented by \( \eta_s \) spatially. The four neighbourhoods are defined as \( \eta_s = \{N, S, E, W\} \) for North N, South S, East E and West W. But they have defined this scheme as low complex computational scheme rather it can preserve many properties in the continuous form (Loizou et al., 2014).

4.3 Standard paradigm for scale-space strategy

According to Perona and Malik (1990), the scale space parameter is assumed as a corresponding parameter to the coarser resolution of images. In the standard paradigm, the boundaries were not directly available in the coarse scaled images. However, for two dimensional images the edge junctions were found to be destroyed. Thus, a criterion of scale space tracking is found to be as a solution.

Hence, the description of the scale space paradigm as enunciated by Perona and Malik in 1990 is found on the basis of causality, immediate localisation leading to sharp boundaries and meaning resolution, piecewise intra-region resolution smoothing. The description of these parameters is as follows.

1 \textit{causality}: according to the causality property, there should not be a generation of any spurious detail in the images, while processing towards the coarser scales

2 \textit{localisation (immediate)}: according to immediate localisation, the boundaries of the regions should be sharp and must coincide at the same resolution

3 \textit{piecewise smoothing}: according to piecewise smoothing criteria, the intra region smoothing is preferred at all scales, instead of inter region smoothing.

The scale space representation modified with a new definition along with anisotropic diffusion in Perona and Malik (1990), the authors have discussed the diffusion process. Thus, reducing the effect of linear filter, blurring and dislocation of meaningful edges has also overcome. As produced in Tsiotsios and Petrou (2013), a stopping time, \( t \) is estimated and thus it made the art of de-noising as a automatic tool towards the de-noising of the image and preserving its edges.
Conductance

There were two conductance functions as stated by Perona and Malik in Chen et al. (2001) as

\[ C_1(x) = \exp \left( -\frac{x^2}{g^2} \right) \]  
(6)

\[ C_2(x) = \frac{1}{1 + \left( \frac{x}{g} \right)^2} \]  
(7)

With \( g \) as a gradient threshold parameter, and thus controlling the diffusion rate also serving as a soft threshold within the image gradients, attributed towards noise and edges.

The modified conductance functions, later modified in Chen et al. (2001) are given as

\[ C_1(x) = \exp \left( -\frac{x}{g \sqrt{2}} \right)^2 \]  
(8)

\[ C_2(x) = \frac{1}{1 + \left( \frac{x}{g} \right)^2} \]  
(9)

and

\[ C_3(x) = \left\{ 0.67 \left[ 1 - \left( \frac{x}{g \sqrt{5}} \right)^2 \right]^2 \right\} \text{ for } x \leq \sqrt{5} \]  
(10)

It is noticed that, according to \( C_1 \) and \( C_2 \), the flow is found to be continuous and thus smoothes the image. With \( C_3 \) function the flow is seen as descended rapidly and thus the diffusion is stopped and protects the over smoothing of the edges and blurring. However, the function \( C_3 \) is descended fast and prevents the edges within the threshold, \( S \). Above the threshold value, the gradients are called as outliers. For any pixel at the coordinates, \((x, y)\) and with iteration, the variance is calculated by its neighbourhood (Patil and Ruikar, 2012).

4.4 Nonlinear anisotropic diffusion filter

An improved anisotropic diffusion procedure is known as nonlinear anisotropic diffusion (Patil and Ruikar, 2012). It is the process of nonlinear partial differential equations, that qualitatively removes noise from the images while enhancing the edges and preserving the details. The implementations related to nonlinear anisotropic diffusion methods are found as sensitive to the edge slope parameters (Keeling and Stollberger, 2002). When the nonlinear diffusion filter uses scalar diffusivity, \( g \) with the due image structure, they are called as isotropic with the flux value \(-c \nabla h\) and is parallel to \( \nabla h \) (Weickert, 1997). However, when the flux is rotated, a nonlinear diffusion tensor is said to be introduced and it is called as nonlinear anisotropic diffusion with \( \nabla h \) as concentration gradient and \( c \).
as conductivity. Jaya and Kumara (2013) have proposed a nonlinear adaptive approach of anisotropic filtering with a choice of selecting edge threshold and conductance function. Greeshma and Kumar (2014) have proposed the improved version of anisotropic filter for efficient removal of noise and thus restore the digital images. The proposed work in this approach uses the modified nonlinear anisotropic diffusion filter with the following features: number of iterations = 3, value of Diffusion constant has been set to 10, rate of diffusion = 0.25.

4.5 Circular median filter

The CMF is one of the median filters derived for circular valued data with every pixel values found on the unit radius circle. The arc distance for any image \( I \) with values existing on the unit radius circle is given by

\[
F_{m,n} = \arg \min_{x \in T} \sum_{i=-sr}^{vr} \sum_{j=-hr}^{hr} D(x, I_{m+i,n+j})
\]

(11)

5 Flowchart of proposed methodology

The proposed methodology is shown through a flowchart in Figure 2.

Figure 2 Flowchart of the proposed methodology

6 Image quality measurement

Since, the measurement of the quality of images, have been a crucial task towards image processing methods (Shilpa and Mastani, 2012). The proposed method is tested on the selected set of images. The quality of the ultrasound image is found as mainly affected by the inherent artefact (Flores et al., 2014) called as speckle. An approach has been tried with reduction in speckle while avoiding the over- blurring of edges present in the image. The estimation of quality measures in the proposed work includes.
Standard deviation

Standard deviation is a widely used measurement of diversity or variability in statistics (Kumar and Gupta, 2012; Kekre and Patil, 2009). It is a dispersion parameter of variation. The standard deviation is calculated as

\[ S.D(i, j) = \sqrt{\frac{1}{xy-1} \sum_{(r,c)\in w} \left[ g(r,c) - \frac{1}{xy-1} \sum_{(r,c)\in w} g(r,c) \right]^2} \]  

(12)

Image entropy

The entropy of an image describes the amount of information present in the image. The behaviour of entropy (Torres et al., 2015; Li and Wang, 2013) is found less with much darker part in the images. However, the images with zero entropy are called as flat images.

\[ I.E. = - \sum_j P_j \log_2 P_j \]  

(13)

where \( P_j \) denotes the probability of difference of two nearby pixels.

Threshold

The threshold approach (Mingdong et al., 2010; Fu-Song, 2014) is one of the essential parts of image segmentation as produced in Senthilkumaran and Vaithegi (2016) and Kalaiselvi et al. (2017). For any threshold image \( t(x, y) \) with \( x \) and \( y \) as the coordinates of \( t \) value point then,

\[ t(x, y) = \begin{cases} 1, \text{if } q(x, y) > 1 \\ 0, \text{if } q(x, y) \leq 0 \end{cases} \]  

(14)

And the technique of threshold is defined as

\[ T_h = T_h[x, y, p(x, y), q(x, y)] \]  

(15)

where \( p(x, y) \) and \( q(x, y) \) are points on gray level image pixels.

PSNR

PSNR is described as peak signal to noise ratio (Pinki and Mehra, 2016; Pradeep and Balu, 2013) and is the ratio of maximum signal power to the maximum noise power. The value of PSNR should be higher for the good quality of an image. The formula for PSNR is given as

\[ PSNR = 10 \log_{10} \left( \frac{MAX.I}{MSE} \right)^2 \]  

(16)

MSE

MSE is described as mean square error and is defined as one of the crucial part of image quality metrics (IQMs) (Obulesu and Kishore, 2012). The formula for MSE is given as
Noise reducing performance of anisotropic diffusion filter

\[ MSE = \sum_{M \times N} \left[ J(x, y) - K(x, y) \right]^2 \]  \hspace{1cm} (17)

RMSE

RMSE is described as root mean square error and is calculated as

\[ RMSE = \sqrt{MSE} \]  \hspace{1cm} (18)

The value of RMSE changes with the variation in error magnitude (Chai and Draxler, 2014).

MAE

MAE is described as mean absolute error, it is defined as maximum absolute difference calculated between the original input image and the degraded image. MAE is calculated as

\[ MAE = \text{Max} \{ ABS (I_1(\cdot) - I_2(\cdot)) \} \]  \hspace{1cm} (19)

All the image quality parameters are calculated and are compared as stated in the following results.

7 Results and discussion

The sample images (randomly selected four images from the collected database) are allowed to follow the process as given in the proposed flowchart and this work compares the result of nonlinear anisotropic diffusion filter, and the CMF in the terms of standard deviation, entropy and threshold against the similar parameters of original images and the ROI extracting un-sharp masking filter. However, the performance analysis of the proposed method has been evaluated through PSNR, MSE, RMSE, and MAE values of both nonlinear anisotropic filter and CMF. These results are illustrated in Tables 1, 2, 3, 4, 5, and 6 as shown below.

<table>
<thead>
<tr>
<th>Image no.</th>
<th>Standard deviation</th>
<th>Entropy</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>0.24841</td>
<td>6.0224</td>
<td>0.3764</td>
</tr>
<tr>
<td>Image 2</td>
<td>0.21971</td>
<td>7.1833</td>
<td>0.4274</td>
</tr>
<tr>
<td>Image 3</td>
<td>0.27985</td>
<td>6.6497</td>
<td>0.3686</td>
</tr>
<tr>
<td>Image 4</td>
<td>0.25243</td>
<td>7.4542</td>
<td>0.5137</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Image no.</th>
<th>Standard deviation</th>
<th>Entropy</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>0.26512</td>
<td>3.73061</td>
<td>0.356863</td>
</tr>
<tr>
<td>Image 2</td>
<td>0.20852</td>
<td>4.2195</td>
<td>0.30196</td>
</tr>
<tr>
<td>Image 3</td>
<td>0.32229</td>
<td>4.18497</td>
<td>0.34509</td>
</tr>
<tr>
<td>Image 4</td>
<td>0.29489</td>
<td>4.22803</td>
<td>0.388235</td>
</tr>
</tbody>
</table>
Table 3  Parametric values achieved through NLADF

<table>
<thead>
<tr>
<th>Image no.</th>
<th>Standard deviation</th>
<th>Entropy</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>55.55796</td>
<td>4.40911</td>
<td>0.27451</td>
</tr>
<tr>
<td>Image 2</td>
<td>64.89698</td>
<td>4.6086</td>
<td>0.3411</td>
</tr>
<tr>
<td>Image 3</td>
<td>68.49614</td>
<td>4.70430</td>
<td>0.29411</td>
</tr>
<tr>
<td>Image 4</td>
<td>68.78409</td>
<td>4.51073</td>
<td>0.23921</td>
</tr>
</tbody>
</table>

Table 4  Parametric values achieved through CMF

<table>
<thead>
<tr>
<th>Image no.</th>
<th>Standard deviation</th>
<th>Entropy</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>54.9805</td>
<td>0.98324</td>
<td>0.49803</td>
</tr>
<tr>
<td>Image 2</td>
<td>64.8969</td>
<td>4.60864</td>
<td>0.34117</td>
</tr>
<tr>
<td>Image 3</td>
<td>68.1079</td>
<td>0.99243</td>
<td>0.49803</td>
</tr>
<tr>
<td>Image 4</td>
<td>68.7840</td>
<td>4.51073</td>
<td>0.23921</td>
</tr>
</tbody>
</table>

Table 5  Performance achieved through NLADF

<table>
<thead>
<tr>
<th>Image no.</th>
<th>PSNR</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>58.4731</td>
<td>0.0931</td>
<td>0.3052</td>
<td>0.1777</td>
</tr>
<tr>
<td>Image 2</td>
<td>57.0378</td>
<td>0.1296</td>
<td>0.3600</td>
<td>0.2852</td>
</tr>
<tr>
<td>Image 3</td>
<td>56.2914</td>
<td>0.1539</td>
<td>0.3923</td>
<td>0.2750</td>
</tr>
<tr>
<td>Image 4</td>
<td>54.5717</td>
<td>0.2287</td>
<td>0.4782</td>
<td>0.4062</td>
</tr>
</tbody>
</table>

Table 6  Performance achieved through CMF

<table>
<thead>
<tr>
<th>Image no.</th>
<th>PSNR</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>58.4578</td>
<td>0.0935</td>
<td>0.3057</td>
<td>0.1782</td>
</tr>
<tr>
<td>Image 2</td>
<td>57.0378</td>
<td>0.1296</td>
<td>0.3600</td>
<td>0.2852</td>
</tr>
<tr>
<td>Image 3</td>
<td>56.2914</td>
<td>0.1539</td>
<td>0.3923</td>
<td>0.2750</td>
</tr>
<tr>
<td>Image 4</td>
<td>54.5717</td>
<td>0.2287</td>
<td>0.4782</td>
<td>0.4062</td>
</tr>
</tbody>
</table>

The above stated values have been found, and it is seen that, as compared to the original images, the information entropy is slightly decreased in un-sharp masking and anisotropic diffusion filter. However, it is found more decreased in the case of CMF. The value of threshold is found least in anisotropic diffusion filter and maximum in the case of CMF. But, the value of standard deviation is found least with the un-sharp masking process. The value of PSNR, MSE, RMSE and MAE are nearly same for both nonlinear anisotropic diffusion filter and the CMF.

8 Conclusions

The implementation of CMF and the nonlinear anisotropic diffusion filter has retrieved that there is only two point difference between the comparable values of peak signal to noise ratio, MSE values, RMSE values and the values of MAE. CMFs being with increasing value of threshold and decreased value of information entropy, it is less
preferred for the de-noising of ultrasound images. And thus, the nonlinear anisotropic diffusion filter is the suggested filter for better performance.

References


