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Abstract: This paper presents a novel approach to reduce the complexity of the system. In every field of engineering, the analysis and synthesis of the system is an important step. While analysing the system, mathematical modelling is the first step. In actual practice the system model is too complicated to analyse, therefore, model order reduction techniques are applied to analyse such a system. In the present work, an exhaustive study is carried out to design reduced order models for a complex system. Conventional techniques are discussed and applied to two area interconnected power system. A method is proposed and applied to multi-area power system. Dynamic responses of original and reduced models have been compared. Results show that the reduced order model is a good representation of the original higher order model.
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1 Introduction

In the field of control system a large number of model order reduction techniques are available as mentioned by Singh and Petkar (2010), Vishwakarma (2011), and Komarasamy et al. (2012). However, there is no universal technique which can be applied to every kind of systems. Every technique has its own advantages and disadvantages, over the others. The effectiveness of any reduction technique depends on the way it is utilised and representing the desired characteristics of the system. One of the most popular methods used for model order reduction of large-scale systems has been the aggregation technique introduced in the control system engineering for linear systems by Aoki (1968). Validity of aggregated model is judged by comparing the output response of approximant model with that of the original large model. Further improvement in aggregated model was presented by Joo et al. (2004).

The idea behind the aggregation is very simple and can be understand by considering two sets of variables represented by Sys1 and Sys2. Both the sets of variables represent the physical model of same system but Sys1 is a set of $n$ variables while Sys2 is a set of $r$ variables where $r < n$. Then, the set of variables Sys2 is known as aggregated model of Sys1.

The link between the original model and reduced model is established by a linear transformation. To achieve this aggregation matrix of rank $r$ is obtained.
Aggregation matrix can be determined by number of ways, some of common methods are:

- continued fraction expansion
- Routh array method
- modal method
- aggregation by using controllability matrix.

1.1 Continued fraction expansion technique

Perhaps aggregation by continued fraction expansion has been introduced by Chen and Shieh (1968). This method uses the first and second form of continued fraction expansion. Later, various modified forms of the method were proposed by many authors and applied to MIMO systems also as presented by Prasad et al. (1990), Lucas (1985), Bıyık and Arcak (2006), Ishizaki et al. (2014). In 1978, Lamba and Rao suggested a method to obtain aggregation matrix for reduced order model using continued fraction expansion method. Hicken and Sinha (1978) suggested the canonical form for aggregated models.

This technique is explained in detail by Ibraheem et al. (2012). The method is applied to SISO system. Reduced order model is formed using transformation matrix which corresponds to its continued fraction expansion. With the help of this transformation matrix the matrices of reduced order model are obtained. This method is very convenient for computational purpose and also very effective.

1.2 Aggregation matrix by Routh array

Another approach to find aggregated model is by using Routh array. The Routh approximant method has an attractive feature that the stability is always guaranteed for the simplified reduced model. It can be utilised to obtain time domain representation of the system analogous to the Routh approximants reported by Naqvi et al. (2014). This method is compared with Pade approximation and applied to a power system model by Singh et al. (2008).

1.3 Determination of aggregation matrix using eigenvectors/modal matrix

The aggregation of original model can also be achieved through a modal matrix. This method is called as modal method. In this method approximate model is designed by retaining initial $r$ dominant eigenvalues. Bonvin and Mellichamp (1982) have presented a critical review of model approaches to model reduction. Further improvement in modal analysis is presented by Pottakulath et al. (2013a, 2013b).

The aggregation matrix $K$ consists a set of eigenvectors of original model which is used to determine aggregated model.

1.4 Aggregation by controllability matrix method

Aggregation by using controllability matrix has been suggested by Aoki (1968). The aggregation matrix to find the reduced model is calculated with the help of controllability
matrix of original model. The controllability matrix of original higher order system is
determined and then controllability matrix of required reduced order model is assumed by
taking arbitrary values of reduced order system matrix. The matrices of reduced order
model are chosen in such a way so that they should satisfy the condition of aggregation.

For a controllable system should be of full rank \( n \). Hence, by properly choosing
\( A_{\text{red}} = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_r) \) and \( B_{\text{red}} \) we can make reduced system completely
controllable, i.e., the rank of \( W_A \) should be \( r \).

2 Proposed method

The conventional method of aggregation described above when applied on AGC model,
it has been observed that most of the roots are complex in nature and they have undesired effects on system dynamic performance. A new method is proposed to
overcome this problem.

Consider a linear controllable large-scale system:

\[
\begin{align*}
\frac{dx(t)}{dt} &= Ax(t) + Bu(t), \ x(0) = x_0 \\
y(t) &= Cx(t)
\end{align*}
\]

where matrices \( A, B, C \) have their usual meaning.

It is desired to describe the time behaviour of:

\[
z(t) = Kx(t), \ z(0) = z_0 = K(x_0)
\]

where \( K \) is a \( r \times n \) constant aggregation matrix and vector \( z \) is called the aggregation of \( x \) and is of \( r \times 1 \) order. It is desired to maintain the relation (3).

The reduced model matrices can be represented by \( A_{\text{red}}, B_{\text{red}}, C_{\text{red}} \). It is assumed
that rank \( K \) of is \( r \).

The pair \( (A_{\text{red}}, B_{\text{red}}) \) should satisfy the perfect aggregation conditions:

\[
\begin{align*}
A_{\text{red}}K &= KA \quad (4) \\
B_{\text{red}} &= KB \quad (5) \\
C_{\text{red}}K &\equiv C \quad (6)
\end{align*}
\]

Let the controllability matrix of original system is given by:

\[
W_A \triangleq \begin{bmatrix} B & AB & A^2B & \cdots & A^{n-1}B \end{bmatrix} \quad (7)
\]

and a modified controllability matrix of reduced order \( W_{A_{\text{red}}} \).

These matrices are related by:

\[
W_{A_{\text{red}}} = KW_A \quad (8)
\]

Thus by using pseudo-inverse the aggregation matrix \( K \) can be obtained by:

\[
K = W_A W_A^+ \quad (9)
\]
In a proposed method, the aggregation matrix $K$ can be determined from the controllability matrix of original system directly as:

$$K = W_d^r(1:r, 1:n),$$

(10)
i.e., by taking elements of $W_d^r$ up to $r^{th}$ row and $n^{th}$ column.

In order to determine the matrices of the reduced model the system matrix is obtained from Penrose solvability condition, i.e.,

$$A_{red} = KAK^T(KK^T)^{-1}$$

(11)

$$B_{red} = KB$$

(12)

while matrix $C_{red}$ can be determined as:

$$C_{red} = CK^T(KK^T)^{-1}$$

(13)

### 3 Model under consideration

Problem associated with the complexity of the interconnected system is raised in Hasan et al. (2013). The power is generated by various means like, thermal, hydro, nuclear and wind power. But thermal power plants have major share in overall electrical power generation. The modern power plants are running with reheat thermal turbines due to higher efficiency margins as compared to that of non-reheat thermal turbines. For these reasons in the present study an interconnected power system model is considered which consist of reheat thermal turbines. The power plants of model under consideration are interconnected via AC links. The speed governing system and generator in each area are assumed to be associated with single time constants. As reported in PhD thesis of Ibraheem (1998), the reheat turbine dynamics is represented by a transfer function associated with a double first order time constants due to re-heater dynamics. The models of AC transmission link are also considered to be represented by transfer function with single order time constant. The resulting state space model is of the order of 11. In present work the model under consideration is simplified by applying aggregation technique. The details of the system are in the next section.

### 4 Development of system dynamic model state vectors

The state vector ‘$X$’ (11 × 1), control vector ‘$U$’ (2 × 1) and the disturbance vector ‘$W$’ (2 × 1) are:

$$[X] = [x_1 \ x_2 \ x_3 \ x_4 \ x_5 \ x_6 \ x_7 \ x_8 \ x_9 \ x_{10} \ x_{11}]^T;$$

$$[U] = [u_1 \ u_2]; \quad [W] = [w_1 \ w_2]$$

System states are:
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\[ x_1 = \Delta F_{g1} + \Delta P_{g1}; \quad x_2 = \Delta P_{g1} + \Delta P_{R1}; \quad x_3 = \Delta P_{R1}; \]
\[ x_4 = \Delta X_{g1}; \quad x_5 = \Delta F_{g1} + \Delta P_{g1}; \quad x_6 = \Delta P_{g2}; \]
\[ x_7 = \Delta P_{R2}; \quad x_8 = \Delta X_{g2}; \quad x_9 = \Delta P_{I}; \]
\[ x_{10} = \int ACE_{i1}; \quad x_{11} = \int ACE_{i2}. \]

Control states are:

\[ u_1 = \Delta P_{c1}u_2 = \Delta P_{c2}. \]

Disturbance states are:

\[ w_1 = \Delta P_{d1}w_2 = \Delta P_{d2}. \]

The structures of state control and disturbance matrices can be derived from the following differential equations obtained from transfer function model.

\[
\frac{d}{dt} \Delta F_{1} = (\Delta P_{g1} - \Delta P_{I} - \Delta P_{d1} - \Delta P_{d2})(1/M_{1}) - (D_{1}/M_{1}) \Delta F_{1} \tag{14}
\]

where

\[ M_{1} = T_{p1}/K_{p1} = \frac{2H_{1}}{f^{0}}, \quad D_{1} = 1/K_{p1}. \]

\[
\frac{d}{dt} \Delta P_{R1} = \Delta X_{g1} \left( \frac{K_{p1}}{T_{p1}} \right) - \Delta P_{R1}/T_{p1} \tag{15}
\]

\[
\frac{d}{dt} \Delta P_{g1} = -\Delta P_{g1}/T_{p1} + \Delta P_{R1} \left( 1/T_{p1} - K_{p1}/T_{p1} \right) - \Delta X_{g1} \left( K_{p1}/T_{p1} \right) \tag{16}
\]

\[
\frac{d}{dt} \Delta X_{g1} = \Delta P_{c1} \left( K_{p1}/T_{g1} \right) - \Delta F_{1} \left( K_{p1}/R_{c1}T_{g1} \right) - \Delta X_{g1}/T_{g1} \tag{17}
\]

\[
\frac{d}{dt} \Delta F_{2} = (\Delta P_{g2} - a_{22} \Delta P_{I} - \Delta P_{d1} - \Delta P_{d2})(1/M_{2}) - (D_{2}/M_{2}) \Delta F_{2} \tag{18}
\]

\[
\frac{d}{dt} \Delta P_{R2} = \Delta X_{g2} \left( K_{p2}/T_{p2} \right) - \Delta P_{R2}/T_{p2} \tag{19}
\]

\[
\frac{d}{dt} \Delta P_{g2} = -\Delta P_{g2}/T_{p2} + \Delta P_{R2} \left( 1/T_{p2} - K_{p2}/T_{p2} \right) - \Delta X_{g2} \left( K_{p2}/T_{g2} \right) \tag{20}
\]

\[
\frac{d}{dt} \Delta X_{g2} = \Delta P_{c2} \left( K_{p2}/T_{g2} \right) - \Delta F_{2} \left( K_{p2}/R_{c2}T_{g2} \right) - \Delta X_{g2}/T_{g2} \tag{21}
\]
Transfer function model of incremental power flow through EHVAC tie-line ($\Delta P_T$)

Considering the linearised model of incremental tie-line power flow, the expression for total incremental tie-line power exported from area $i$ can be derived as:

$$\Delta P_i = \sum_{p=1}^{p} 2\pi T_{ip} \left( \int \Delta F_p dt - \int \Delta F_{ip} dt \right)$$

where $p$ represents the number of control areas.

For a two-area case one can write:

$$\Delta P_i = 2\pi T_{12} \left( \int \Delta F_i dt - \int \Delta F_{12} dt \right)$$

or

$$\frac{d}{dt} \Delta P_i = 2\pi T_{12} (\Delta F_i - \Delta F_{12}) \quad (22)$$

For the two identical area interconnected power system,

$$\Delta P_1 = \Delta P_2 \quad (23)$$

$$\Delta P_2 = -\left( \frac{P_1}{P_2} \right) \Delta P_1 = a_{12} \Delta P_1 \quad (24)$$

To incorporate the integral action in the design of optimal AGC regulators, the integrals of area control errors of both areas are derived as follows:

$$IACE_{i1} = \int (\Delta P_{i1} + B_{i1} \Delta F_{i1}) dt$$

$$\frac{d}{dt} (IACE_{i1}) = \Delta P_{i1} + B_{i1} \Delta F_{i1} \quad (25)$$

Similarly,

$$IACE_{i2} = \int (\Delta P_{i2} + B_{i2} \Delta F_{i2}) dt$$

$$\frac{d}{dt} (IACE_{i2}) = \Delta P_{i2} + B_{i2} \Delta F_{i2}$$

or

$$\frac{d}{dt} (IACE_{i2}) = a_{12} \Delta P_{i2} + B_{i2} \Delta F_{i2} \quad (26)$$

where $a_{12}$ is defined as area size ratio. For identical power system control areas, it is taken as $-1$. 
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With the help of differential equations (14)–(26) the system can be represented as:

\[
\frac{dx}{dt} = Ax + Bu + \Gamma w
\]  

(27)

The matrices \(A\), \(B\) and \(\Gamma\) can be defined as:

\[
A = 
\begin{bmatrix}
-\frac{D_1}{M_{11}} & \frac{1}{M_{12}} & 0 & 0 & 0 & 0 & 0 & \frac{1}{T_{g1}} & 0 & 0 \\
0 & -\frac{1}{T_{e1}} & \frac{1}{T_{e2}} & K_{e1} & K_{e2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{T_{r1}} & K_{r1} & K_{r2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
B = 
\begin{bmatrix}
0 & 0
0 & 0
0 & 0
0 & 0
K_{g1} & 0
0 & 0
0 & 0
0 & 0
0 & 0
0 & 0
\end{bmatrix}
\]

\[
\Gamma = 
\begin{bmatrix}
-\frac{1}{M_{11}} & 0 \\
-\frac{1}{M_{12}} & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}
\]
6 Numerical data

For the illustration of reduction method considering two identical areas with the following system parameters:

\[ T_{t1} = T_{t2} = 0.3 \text{ sec}; T_{g1}, T_{g2} = 0.08 \text{ sec}; T_{r1} = T_{r2} = 10 \text{ sec}; \]
\[ K_{r1} = K_{r2} = 0.5; K_{g1} = K_{g2} = 1.0, K_{g1}, K_{g2} = 1.0 \]
\[ D_{t1} = D_{t2} = 0.00833 \text{ p.u.MW/Hz}; R_{t1} = R_{t2} = 2.4 \text{ Hz/p.u. MW}; \]
\[ B_{t1} = B_{t2} = 0.425 \text{ p.u.MW/Hz}; M_{t1} = M_{t2} = 0.167 (\text{p.u. MW})^2; a_{t2} = -1; \]
\[ \Delta P_{d1} = \Delta P_{d2} = 0.01 \text{ p.u. MW}; 2\pi T_{t2} = 0.545 \text{ p.u. MW} \]

With the help of these system data, the coefficient matrices are obtained:

For the application of aggregation method the two reconstructed states are excluded from the above system. Hence the aggregation technique is applied to 9 × 9 order original model.

7 Calculation for reduced order model

Step 1 Controllability matrix of the original model is calculated from equation (7) and the pseudo inverse of controllability matrix is obtained.

Step 2 Aggregation matrix obtained from the proposed method.

Step 3 The seventh order reduced model matrices \( A_{\gamma}, B_{\gamma} \) and \( C_{\gamma} \) are obtained from equations (11), (12) and (13) respectively.

The optimal AGC regulators are defined for both original (9 × 9) order model and the resultant reduced order model, i.e., (7 × 7)th order model.

8 Discussion of simulation results

Validation of reduced model is done by comparing the dynamic characteristics of original and reduced order model. Simulation results describing the dynamic responses of \( \Delta F_{t1} \) and \( \Delta F_{t2} \) for step input are shown in Figures 1–4. Figures 1 and 2 show the dynamic response of \( \Delta F_{t1} \) when 1% disturbance is applied to area 1 and area 2, respectively. Figures 3 and 4 describe the dynamic behaviour of \( \Delta F_{t2} \) under similar disturbances.

From Figure 1, it is evident that for the reduced order system the steady state performance is not matching with the original one. From Figure 2, it is revealed that when disturbance is applied on area 2, the response peak overshoot is less for reduced order model. By investigating Figure 3 and Figure 4 it can be inferred that the reduced order model offers less overshoot for dynamic response of \( \Delta F_{t2} \) when disturbance is applied to area 1 and peak overshoot is more when disturbance is in area 2. However, settling time is comparable.
Figure 1  Dynamic response of $\Delta F_{11}$ for 1% disturbance in area 1 (see online version for colours)

Figure 2  Dynamic response of $\Delta F_{11}$ for 1% disturbance in area 2 (see online version for colours)
Figure 3  Dynamic response of $\Delta F_{t_2}$ for 1% disturbance in area 1 (see online version for colours)

Figure 4  Dynamic response of $\Delta F_{t_2}$ for 1% disturbance in area 2 (see online version for colours)
9 Conclusions

Through the current study three aggregation methods for model order reduction of linear time-invariant systems have been explained in detail. A new method based on controllability matrix is proposed. The proposed method is in time domain, i.e., the system is represented in state space form. The reduced order models obtained by these reduction methods are retaining main properties of the original high order system and overall show good approximation in the transient as well as steady state periods. The time response of reduced models are compared with original model and found comparable. To see the applicability of these methods, the models of AGC of power system is considered. It is observed in CFE technique that system must be represented in controllable canonical form before application. Conversion of all large-scale system in controllable canonical form is not convenient for most of the system it fails when the system matrix $A$ is a singular matrix or close to singular. In modal aggregation approach, a modal matrix has to be determined which increases the calculations. Application of proposed method on AGC system model shows that the method of aggregation using controllability matrix is better than other methods. As there is no need to find eigenvalues as it was required in modal aggregation method also there is no need to convert system in controllable canonical form unlike the CFE method.
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