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Abstract: Cognitive radio network is a technique where underutilished licensed spectrum allows opportunistic access to unlicensed secondary users. Different spectrum sensing algorithms are used to sense the presence or absence of primary licensed users in noisy and fading channel. This paper provides a comparative analysis of different spectrum sensing algorithms for cognitive radio network based on dynamic threshold and noise uncertainty. Spectrum sensing in cognitive radio network based on fixed threshold are sensitive to noise, therefore these are not efficient enough. The use of dynamic threshold improves performance of the spectrum detection without much computational complexity. Different computer simulations are provided for the dynamic threshold with and without noise uncertainty for spectrum sensing of cognitive radio network. The performance of the spectrum sensing techniques is evaluated by receiver operating characteristics (ROC) curves over additive white Gaussian noise (AWGN) and different fading channels (Rayleigh and Nakagami-m).
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1 Introduction

Spectrum allocation and access is a tightly controlled policy where licensed users are provided exclusive access to the fixed spectrum band. The increasing number of mobile devices causes this demand. The Federal Communications Commission (FCC) anticipated that spectrum authorisations would be used ranging from 15% to 85% of the time (Akyildiz et al., 2009b). On the other hand, licensed spectrum is seldom used (Akyildiz et al., 2009a), which is a direct result of the existing restrictions on spectrum allocation. As a result of poor spectrum usage and rising demand for spectrum, the FCC authorised the opportunistic use of licensed spectrum, which included TV white spaces (Akyildiz et al., 2006). A part of the spectrum that has been licensed has been set aside for the use of TV white spaces. When challenges are handled in such a manner, new network topologies come into being, such as the cognitive radio (CR) network. The CR network is one solution that has been proposed addressing the problem of inefficient spectrum utilisation in wireless ad hoc networks. When there are no primary users around to make use of the licensed spectrum, this form of network makes it possible for secondary users, also known as SUs, to have opportunistic access to it. The CR network overarching objective is to speed up the delivery of data, and one way in which this objective might be met is by the implementation of a routing protocol. The decisions that are taken by prime users (PUs) (Chandrashekar and Lazos, 2010) have a significant impact on the transmissions of secondary users. If a PU appears on a channel, an SU will instantly change to a different channel or choose a new route in order to continue transmitting data. This is done in order to avoid being disrupted by the PU. In the event that another channel is not available, the SU will utilise the routing protocol to choose a new route; if this is not possible, it will switch channels. When there is an issue with the connection, the rerouting process takes much more time than normal. In order to lessen the impact of this challenge, we devised a routing system that, in the event that a connection is lost, would suggest trying one of many other routes. Statistical analysis reveals that a significant amount of licensed spectrum is severely underutilised in the temporal as well as spatial domains. The unused spectrum bands are termed ‘spectrum holes’. Dynamic spectrum access (DSA) is a technique that allows secondary users to access the spectrum holes in a licensed channel using IEEE SCC 41, ETSI, and ITU-R. DSA improves the utilisation of licensed spectrum (Song et al., 2012; Yin et al., 2012). Using DSA, secondary users dynamically search for spectrum holes and temporarily access the wireless communication channel. The ability to detect the availability of licensed spectrum, flexibility to adjust the operating frequency, and opportunistically access the licensed spectrum has provided widespread acceptance to software defined ratio (SDR) (Farrell et al., 2009) and CR (Mitola and Maguire, 1999; Haykin, 2005; Zeng et al., 2010; Nguyen et al., 2012; Wang et al., 2011). Technical (hardware and software as well as standard aspects), network policy, and network security-related issue (Clancy and Goergen, 2008; Hlavacek and Chang, 2014; Elkashlan et al., 2014) of CR has been the main area of research. An energy-efficient based routing system (Kalra et al., 2022) has been proposed for mobile ad hoc networks; however, it cannot be used in CRN networks due to its lack of compatibility. The authors’ cross-layer routing algorithm, which is detailed in Naveen Raj et al. (2020), operates on the assumption that the positions and activities of PUs are already known in advance. As a result of the fact that the sharing of information is prohibited by the basic principles of CRN, doing this is a breach of those regulations. An infrastructure-based spectrum-aware routing strategy was developed by
Wang et al. for CRNs (Wang et al., 2017). The protocol may determine the optimum route selection for each node in the network based on aggregated data from the network; however, it cannot be used to CR ad hoc networks since it is not compatible with such networks. Using a number of different factors, a number of research articles (Raj et al., 2020; Sethi and Pal, 2014; Ali et al., 2011) were read in order to determine the optimal approach. In order to arrive at these figures, a lot of different factors, such as the channel latency, the availability of channels, and the probability of PU interference, are taken into consideration. It is possible for the protocol to be unsuccessful if CRN’s behaviour deviates from what is assumed in it. A metric-based routing system is suggested as a potential solution in Abdelaziz and ElNainay (2014), which can be found here. If you want this procedure to be successful, you have to make certain that the following conditions are met: This involves having PUs that are constantly on, having exact knowledge of where PUs are located, and having a statistical comprehension of the channels that are accessible. These theories are invalidated by the behaviours shown by the CRN node. IEEE 802.22 Software Group (WG) was formed to define a standardised air interface based on CRs. The IEEE 802.22 standard for wireless regional area networks requires that CR nodes sense the spectrum to detect the presence or absence of active primary transmitters. CR comprises of analog RF front-end and a processor [digital signal processor (DSP), field programmable gate array (FPGA), and general purpose processor] (Shabara et al., 2017).

The selection of threshold $\lambda_e$ for spectrum sensing in CR network is made by three different approaches such as:

- constant false alarm rate (CFAR): PRE-defined value of false alarm probability
- constant detection rate (CDR): fixing detection probability
- minimised error probability (MEP): minimising error probability and differentiating with respect to the threshold.

Uncertainty in signal and noise limits the performance of the CR spectrum sensing detector. Uncertainty can creep into the system from intentional under-modelling, calculated noise from the sources and environment, etc. Excellent literature on mathematical modelling of noise uncertainty can be found in Tandra and Sahai (2008), whereas in Lopez-Benitez and Casadevall (2013), the authors have modelled the signal uncertainty in the CR network. As the real world is never perfect, the uncertainty condition must be considered during the design of the detector.

In opportunistic spectrum access, performance failure of spectrum sensing has a catastrophic effect on the primary user. It creates harmful interference on the primary user, not undesirable. The main objective of this research is to ascertain the performance of a detection scheme that scans the spectrum and finds the presence of any primary user. This paper provides a detailed analysis of spectrum sensing techniques of the CR network. Different spectrum sensing techniques such as matched filter detection, energy detector, and cyclostationary feature detection are evaluated. The noise and dynamic threshold issues in CR networks have been discussed in detail. Uncertainty of noise and dynamic threshold of CR has been simulated using MATLAB.

The performance of spectrum sensing techniques under different fading channels, such as Rayleigh and Nakagamai-B, the performance of spectrum sensing under different thresholds, and the performance of spectrum sensing considering noise uncertainty have
been mathematically formulated and discussed. This paper comprises different sections. Section 2 provides a detailed analysis of spectrum sensing in CR, such as matched filter detection, energy detection, and cyclostationary feature detection. Section 3 provides results and discussion for CR spectrum sensing with dynamic threshold and noise uncertainty. This article comes to close with the conclusion and future scope in Section 4.

2 Spectrum sensing in CR

Figure 1 illustrates the cognitive cycle of the CR network. There are three main functions of the cognitive cycle such as:

a. spectrum sensing
b. spectrum decision
c. spectrum analysis (Gupta and Kumar, 2019).

The CR network operates in two distinct modes: non-interfering mode and interfering tolerant mode. In non-interfering mode, there is no interference to the primary spectrum. The secondary users of the CR network exploit only the white spaces of the primary system. In non-interfering mode, quality of service (QoS) is not compromised.

Figure 2 illustrates the coexistence of the primary and randomly distributed CR networks.

The binary hypothesis testing problem for spectrum sensing can be represented as:

\[
\begin{align*}
H_0 &: Y(n) = W(n) \quad n = 1, 2, \ldots, N \\
H_1 &: Y(n) = X(n) + W(n) \quad n = 1, 2, \ldots, N
\end{align*}
\]

where \( Y(n) \) is the received signal at the CR node, \( X(n) \) is the transmitted signal at primary nodes, and \( W(n) \) is the white noise samples, respectively. Noise samples are from the white Gaussian noise process with spectral density \( \sigma^2_w \), i.e., \( W(n) \sim N(0, \sigma^2_w) \). The statistics are entirely known to the receiver. \( H_0 \) signifies that the licensed user is absent and the channel is vacant, \( H_1 \) signifies that the licensed user is present and the track is occupied.
Three essential metrics are – $P_d$ is probability detection when the channel is vacant and declared as vacant, $P_f$ is the probability of a false alarm when a channel is vacant and declared as occupied, and $P_m$ is the probability of miss detection when the channel is occupied and declared as vacant.

A detailed review of spectrum sensing in CR networks has been discussed in Yucek and Arslan (2009). Table 1 illustrate the comparative analysis among different spectrum sensing techniques. Spectrum sensing can be categorised as transmitter detection, cooperative detection and interference temperature detection. Transmitter detection can also be categorised as matched filter detection, energy detection and cyclostationary detection. Dynamic threshold energy detection has been discussed in Yu et al. (2009).

### 2.1 Matched filter detection

Matched filter is a linear filter, and it enlarges signal-to-noise-ratio (SNR) of PU signal at the CR user terminal under AWGN channel. It matched filter detection based on the principle of coherent detection. Figure 3 illustrates the block diagram of match filter detection.

The matched filter can be represented as

$$D(Y) = \frac{1}{N} \sum_{n=0}^{N-1} Y(n)X(n)$$

(2)
where \( D(Y) \) is the decision variable, \( \gamma \) is the decision threshold, \( N \) is the number of samples.

If the noise variance is completely known, then according to the central limit theorem.

\[
D(Y) > \gamma H_1 \\
D(Y) < \gamma H_0
\]  

(3)

The equation for \( P_a, P_f \) and \( P_m \) for the matched filter is derived as:

\[
P_d = P_r \left( D(x) > \frac{\lambda}{H_1} \right) = Q \left( \frac{\lambda - P}{\sqrt{\frac{\sigma_n^2}{N}}} \right)
\]  

(4)

\[
P_f = P_r \left( D(x) > \frac{\lambda}{H_0} \right) = Q \left( \frac{\lambda - P}{\sqrt{\frac{\sigma_n^2}{N}}} \right)
\]  

(5)

\[
P_m = 1 - P_d = 1 - Q \left( \frac{\lambda - P}{\sqrt{\frac{\sigma_n^2}{N}}} \right)
\]  

(6)

When sufficient information regarding the primary user signal is unavailable, matched filter detection can not be used.

2.2 Energy detection

The mathematical modelling of energy detection is discussed in Umar et al. (2013). Figure 4 illustrates the block diagram of energy detection comprised of a bandpass filter (BPF), squaring unit integrator unit, and threshold unit. The sensing time of the energy detector is higher, and it cannot discriminate between the PU signal and cognitive user signal.

Figure 4  Block diagram of energy detection

The equations for \( P_a, P_f \) and \( P_m \) for energy detection are derived as:

\[
P_d = P_r \left( D(x) > \frac{\lambda}{H_1} \right) = Q \left( \frac{\lambda - (P + \sigma_n^2)}{\sqrt{\frac{2}{N}(P + \sigma_n^2)}} \right)
\]  

(7)

\[
P_f = P_r \left( D(x) > \frac{\lambda}{H_0} \right) = Q \left( \frac{\lambda - \sigma_n^2}{\sqrt{\frac{2}{N}(\sigma_n^2)}} \right)
\]  

(8)
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\[
P_n = 1 - P_a = 1 - Q\left(\frac{\lambda - (P + \sigma_n^2)}{\sqrt{\frac{2}{N}} (P + \sigma_n^2)}\right)
\]

where \(Q(.)\) function represents the complementary cumulative distribution of the standard Gaussian function and \(\lambda\) represents the pre-set threshold value.

2.3 Cyclostationary feature detection

Most of the signals in the communication system can be modelled as cyclostationary by nature because it exhibits different statistical attributes such as mean, auto-correlation, etc. These statistical attributes are time-varying in nature. In cyclostationary feature detection, cyclostationary features are used to detect the presence or absence of a signal. Figure 5 illustrates the block diagram of cyclostationary feature detection.

**Figure 5** Block diagram of cyclostationary feature detection

The equations for \(P_d\), \(P_f\), and \(P_m\) for cyclostationary feature detection are derived as

\[
P_d = P_r\left(D(x) > \frac{\lambda}{H_1}\right) = Q\left(\frac{2\text{SNR}}{\sigma_n^2}, \frac{\lambda}{\sigma_A}\right) \quad (10)
\]

\[
P_f = P_r\left(D(x) > \frac{\lambda}{H_0}\right) = e^{\frac{-\lambda^2}{2\sigma_A}} \quad (11)
\]

\[
P_m = 1 - P_d = 1 - Q\left(\frac{2\text{SNR}}{\sigma_n^2}, \frac{\lambda}{\sigma_A}\right) \quad (12)
\]

where \(\text{SNR} = \frac{P}{\sigma_n^2}\) and \(\sigma_A^2 = \frac{\sigma_n^2}{2N + 1}\).

<table>
<thead>
<tr>
<th>Type</th>
<th>Energy detection</th>
<th>Matched filter</th>
<th>Cyclostationary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensing time</td>
<td>More</td>
<td>Less</td>
<td>Most</td>
</tr>
<tr>
<td>Implementation</td>
<td>Simple</td>
<td>Complex</td>
<td>Complex</td>
</tr>
<tr>
<td>Performance under noise</td>
<td>Poor</td>
<td>Bad</td>
<td>Good</td>
</tr>
<tr>
<td>Prior knowledge required</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

2.4 Performance analysis under fading channel

The average detection probability \(P_d\) over any fading channel is computed by averaging the detection probability over all SNR, as shown.
where $f(\gamma)$ is the SNR distribution of fading channel, and $P_d(\gamma, \lambda)$ is the detection probability.

### 2.4.1 Rayleigh fading channel

Rayleigh fading channel occurs when there is no such dominant path between the primary user and secondary user, and the receiving signal amplitude at the secondary user follows Rayleigh distribution. SNR distribution for the Rayleigh fading channel is represented as:

$$f_{\text{ray}}(\gamma) = \frac{1}{\gamma} e^{-\frac{\gamma}{\gamma}}$$

The probability of Rayleigh fading channel is represented as:

$$p_{\text{ray}} = 1 - \frac{1}{2} \left[ \text{Erfc} \left( \frac{N \sigma_\gamma^2 - \lambda}{\sqrt{2} N \sigma_\gamma^2} \right) - \left( e^{\frac{1}{2} \frac{4}{N} \frac{N \sigma_\gamma^2 - \lambda}{\sqrt{2} N \sigma_\gamma^2}} \text{Erfc} \left( \frac{N \sigma_\gamma^2 - \lambda}{\sqrt{2} N \sigma_\gamma^2} + \frac{1}{\sqrt{2} N} \right) \right) \right]$$

where $\text{Erfc}$ is the complementary error function.

### 2.4.2 Nakagami-m fading channel

Nakagami-m fading channel is a multipath fading channel that depends on shape parameter $m$. SNR distribution of the Nakagami-m fading channel is represented as:

$$f_{\text{naka}}(X) = \frac{(m^{-1} / \gamma) (x^{m-1} e^{-\frac{m}{\gamma}})}{\Gamma(m)}$$

The probability of Nakagami-m fading channel is represented as:

$$p_{\text{naka}} = 1 - \frac{1}{2} \left[ \text{Erfc} \left( \frac{N \sigma_\gamma^2 - \lambda}{\sqrt{2} N \sigma_\gamma^2} \right) - \left( e^{\frac{1}{2} \frac{4}{N} \frac{N \sigma_\gamma^2 - \lambda}{\sqrt{2} N \sigma_\gamma^2}} \text{Erfc} \left( \frac{N \sigma_\gamma^2 - \lambda}{\sqrt{2} N \sigma_\gamma^2} + \frac{1}{\sqrt{2} N} \right) \right) \right]$$

### 2.5 Selection of threshold

Figure 6 shows that the threshold selection is optimal when the threshold is selected as intersection between PDF of $H_0$ and $H_1$. 
Fixed threshold calculation using CFAR and CDR can be computed as:

\[
\lambda_{\text{CFAR}} = \sigma_L^2 (L + Q^{-1} P_f 2L)
\]

\[
\lambda_{\text{CDR}} = \sigma_L^2 (L + Q P_d \sqrt{2L})
\] (18)

In a fixed threshold, there is a constant in the received SNR. Due to the limitation of a fixed threshold, the dynamic threshold is considered. To compute dynamic threshold, \(\frac{\partial P_e}{\partial \mu} = 0\). Apart from the fixed and dynamic threshold, Neyman-Pearson (NP) approach and Bayesian detector (BD) approach also has been used. The value of threshold using NP can be computed as:

\[
\lambda_{\text{NP}} = 2 \left( \frac{\ln \lambda - L \ln \left( \frac{\sigma_L^2}{\sigma_t^2} \right)}{\sigma_L^2} \right) \sigma_L^2 \sigma_t^2
\] (19)

The value of the threshold using the BD approach can be computed as:

\[
\lambda_{\text{BD}} = 2 \left( \frac{\ln \left( \frac{P(H_0)}{P(H_1)} \right) - \frac{L}{2} \ln \left( \frac{\sigma_L^2}{\sigma_t^2} \right)}{\sigma_L^2} \right) \sigma_L^2 \sigma_t^2
\] (20)

The selection of the threshold for MEP in the AWGN channel is given as:

\[
\lambda_e = \left( 1 + \sqrt{1 + \frac{2 + (2 + \lambda) \ln(1 + \lambda)}{N}} \right) \left( 1 + \frac{1}{\lambda} \right) \frac{N \sigma_e^2}{2}
\] (21)

For the Rayleigh channel, the selection of threshold can be provided as:

\[
\lambda_e = \left( 1 + \frac{2}{N} + \frac{2}{N} \left( 1 + \frac{1}{N} \frac{\lambda}{\lambda - 1} \right) \right) N \sigma_e^2
\] (22)

For Nakagami-m fading channel, the selection of threshold can be provided as:
\( \lambda_c = \left( 1 + \frac{2}{N_\pi} \sum_{i=1}^{N} \left( \sqrt{\pi} - \sqrt{\pi - 8 + 2N_\pi^2} \right) \right) N_\pi \)  

(23)

2.6 Effect of noise uncertainty

For making spectrum sensing in CR robust, the noise uncertainty \( \rho \) is considered where \( \rho \geq 1 \).

If \( \rho = 1 \), there is no fluctuation in noise power. \( N \) can be expressed in terms of noise uncertainty \( \rho \) as:

\[
N = \frac{2 \left( \rho Q^{-1} P_f - \left( \frac{1 + \text{SNR}}{\rho} Q^{-1} P_d \right) \right)}{\text{SNR} - \left( \frac{\rho - 1}{\rho} \right)^2}
\]

(24)

3 Result and discussion

In this simulation the performance of the spectrum sensing techniques is evaluated by receiver operating characteristics (ROC) curves over additive White Gaussian noise (AWGN) and different fading channels (Rayleigh and Nakagami-m). The simulations were carried out in four different scenarios, i.e., fixed SNR, variable SNR, fixed \( N \), and variable \( N \). Initially collects large-scale network and node information sets, and uses them for the analysis of threshold, total error rate, energy detection. To prove the superiority of the algorithm in low SNR plots between \( P_d \) and \( P_{fa} \) called region ROC curves are plotted.

With the theoretical analysis of matched filter detection, energy detection, and cyclostationary detection, MATLAB-based implementation is performed to verify the theoretical credentials.

Figure 7(a) provides the total error rate v/s threshold for CR networks where ten numbers of nodes are taken which are represented as \( n = 1 \) to \( n = 10 \), from this figure it can be observed that as threshold value increases, the error rate decreases. Figure 7(b) provides the number of users’ v/s threshold for CR users. For \( \text{SNR} = 10 \text{ dB} \), the threshold value is around 27; for \( \text{SNR} = -10 \text{ dB} \), the threshold is 38, which shows the relation between SNR and threshold from the perspective of a number of users.

To study the effect of noise uncertainty in spectrum sensing of CR network, it is assumed that the noise is AWGN with zero mean and variance with a noise uncertainty factor ranging between 1 to 1.06 and SNR between -10 dB to -20 dB with \( N = 500-1,500 \). Figure 8 shows the PD v/s SNR for a fixed threshold value in a CR network. Figure 8 shows that the SNR value increases with an increase in the PD value \( (P_d) \); thus, to get accurate results in energy detection, the SNR value must be as high as possible.

Figure 9(a) represents the plot between probability of false alarm \( (P_{fa}) \) and the \( P_d \) thresholds using no noise uncertainty, with noise uncertainty, dynamic threshold both noise uncertainty and dynamic threshold, it can be observed that despite of low value of SNR, spectrum sensing performs better in dynamic threshold conditions under pre-defined performance metrics.
Figure 7  (a) Total error rate v/s threshold and (b) Number of users v/s threshold (see online version for colours)

Figure 9(b) illustrates the ROC curve between $P_f$ and $P_d$ with SNR = –15 dB, $N = 1,500$, and difference values noise uncertainty $\rho$, the ROC curve for different noise uncertainty $N$ and at a fixed SNR value of –15 dB and $N = 1,500$, the ROC curves for comparing the detection performance without and with noise uncertainty for different values of noise uncertainty coefficient values (i.e., 1.01, 1.03 and 1.05), SNR = –15 dB and $N = 1,500$. From the plot it is found that without noise PD is very sensitive to noise uncertainty where the performance gradually reduces as the noise factor increases.
Figure 8  Probability of detection (PD) v/s SNR for a fixed threshold

Figure 9  $P_{FA}$ v/s $P_D$ ROC for (a) noise uncertainty and dynamic threshold, (b) noise uncertainty at SNR $= -15$ dB and $N = 1,500$, (c) different SNR at $N = 500$, (d) different $N$ at SNR $= -15$ dB (see online version for colours)
Figure 9  PFA v/s PD ROC for (a) noise uncertainty and dynamic threshold, (b) noise uncertainty at SNR = –15 dB and N = 1,500, (c) different SNR at N = 500, (d) different N at SNR = –15 dB (continued) (see online version for colours)
Figure 9 PFA v/s PD ROC for (a) noise uncertainty and dynamic threshold, (b) noise uncertainty at SNR = –15 dB and \( N = 1,500 \), (c) different SNR at \( N = 500 \), (d) different \( N \) at SNR = –15 dB (continued) (see online version for colours)

(d)

Figure 9(c) represents the ROC curve for the value of SNR at a fixed \( N \) of 500, the plot represents the relationship between \( P_{\text{FA}} \) and the \( P_{\text{D}} \) thresholds using noise uncertainty and dynamic thresholds for –20 dB to –10 dB average SNR, sample size \( N = 500 \). From this plot, it can be observed that with increasing SNR, the PD rises rapidly. Figure 9(d) illustrates the ROC curve for different values of \( N \) at SNR = –15 dB.

From the simulation results, which have been carried out on different scenarios such as fixed SNR, variable SNR, fixed \( N \), and variable \( N \), it can be concluded that despite of low value of SNR, the spectrum sensing performs better in dynamic threshold condition under a pre-defined performance metrics.

4 Conclusions and future scope

This paper provides a detailed comparative analysis of different spectrum sensing techniques. Different performance metrics for spectrum sensing have been evaluated for all the techniques. Three different channels, such as AWGN, Rayleigh, and Nakagami-m fading channels, have been considered, and performance metrics for each of the scenario have been computed. Noise uncertainty has been considered for the CR network, and the PD under noise uncertainty has been evaluated for all the scenarios. MATLAB-based simulations provide the ROC of different probabilistic matrices for CR networks under different fading channels and under noise uncertainty conditions in dynamic threshold conditions. From the various simulations carried out, it can be proved that the dynamic threshold performs better in spectrum sensing of CR under noise uncertainty. In the future, these techniques need to be validated on many communication nodes and channels. This performance can also be improved through the proper selection of routes.
As cognitive radio ad hoc networks (CRAHNs) use DSA techniques, the network security-related CR has been the main area of research that plays a vital role in communication. In the future, utilising a variety of security models can help with incremental efficiency optimisation under various attack types.
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