A TAO-based adaptive middleware for pervasive computing
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Abstract: Over the past years, a considerable amount of effort has been devoted, both in industry and academia, towards the development of innovative applications for the internet of things (IoT). An important challenge of IoT application is to adapt to dynamic environments, which can be modified at runtime considering the emergence of other requirements. To address this issue, pervasive computing can provide us with a good solution. Aiming at the environments which are open, dynamic and heterogeneous, we propose an adaptive middleware named PAmiddleware. PAmiddleware is service-oriented, context-aware, and supported by QoS. The architecture of PAmiddleware is based on TAO which is a standard-based, CORBA middleware framework. Meanwhile, we present a model for context awareness to allow the adaptation and give a modelling method of context description for context resource. We also propose an adaptive strategy which uses a genetic algorithm for optimisation. The proposed model can well meet the needs of pervasive computing, and provide more convenient service.
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1 Introduction

Owing to the growing popularity of mobile applications and IoT, the era of pervasive computing has come. Pervasive computing environment is an integration of various kinds of technologies, wherein heterogeneous objects are different with capabilities of sensing, communication, computation, storage. Pervasive devices collect contextual information and run local computation. Therefore, applications in pervasive computing environment need to provide different service according different devices (Kakousis et al., 2010). Al-Khawaldeh et al. (2019) introduce knowledge-based auto-configuration ubiquitous robotics for smart home environments, which utilises the Sobot to achieve auto-configuration of the system. Because devices also want to perceive the dynamic environment...
at runtime, to satisfy their requirements. However, these context-aware applications are very difficult to develop and reuse (Knappmeyer et al., 2013). To support a dynamic pervasive computing environment and simplify software development, adaptive middleware can be applied, which provide ubiquitous access to context-aware information. Adaptive middleware technology has given a great impulse to the development of mobile applications and IoT. For pervasive computing, a variety of resources are heterogeneous, dynamic and open. Hence, the middleware needs to be elastic to dynamically adjust their behaviour according to the changing context, to adapt to the different resources and requirements of service.

Generally, pervasive computing platforms are based on service-oriented computing, a compositional approach where applications are built through composition of independent software elements (Chollet et al., 2015). A number of services-oriented platforms related to pervasive computing applications has been developed over the years, such as PCOM (Becker et al., 2004), iCasa (Escoffier et al., 2014). While the diversity of these platforms prevents services and applications developed on different middleware platforms. So, a middleware is needed to deal with various forms of communication, context modelling, interoperability. Several researchers have attempted to introduce adaptations into pervasive computing system. And there have been many attempts to introduce the notion of adaptation into pervasive computing system (Weyns et al., 2012). Previous studies focused on discovery and connection strategies. Discovery-based approaches have been explored to discover services and resources. Jaeger et al. (2007) introduced the self-adaptation to an object request broker. The broker can adapt dynamically to a better efficiency on the application and the network layer. Ben Mokhtar et al. (2006) proposed a web services discover method which can identify service semantic and match it. Connection-based adaptation approach allows communication between software components with connectors or unified interfaces. Garlan et al. (2004) proposed a framework called Rainbow which provided a language for specifying self-adaptation. Its method of specifying adaptation is worth learning. Software-based approach enables software to be dynamically modified in accordance with changes. Later, computational reflection aspect-oriented programming (AOP) enables software to be open to dynamically defining itself without compromising portability or exposing parts unnecessarily. Then, AOP was used for adaptation of applications. Then, context-awareness is also the main aspect of adaptive middleware research, such as Forkan et al. (2014), Vahdat-Nejad et al. (2013) and Freitas et al. (2015). Nocera et al. (2019), focusing on the heterogeneity of different objects, proposed a context-aware middleware based on fuzzy rule. They implemented and validated the proposed model on a real IoT middleware in a smart home scenario. Djeddar et al. (2017) proposed a context-driven composition for mobile applications. Belcastro et al. (2019) designed a service-oriented middleware, called Geocon. Geocon provided a geocon-service for storing, searching and selecting metadata about users, resources and place of interest. Finally, Geocon was evaluated on a real world application. Eibel et al. (2018) proposed an energy-aware middleware platform, which adjusts the system configuration to achieve the best energy. Also, some papers mainly study adaptive strategy (Portocarrero et al., 2017; Sun and Satoh, 2016). For complex engineering in automotive or aerospace, Beni et al. (2019) proposed a policy-driven adaptive middleware, which supports smart cloud-based deployment and execution of engineering workflows.

Nevertheless, most pervasive computing middlewares lack quality of service (QoS). QoS has become the main measurement of software performance. For complex pervasive computing environments, it is necessary to clarify the QoS indicators in different devices. Usually, QoS includes user and application expectations relative to network, devices, and data. Agirre et al. (2016) proposed a QoS aware middleware as a support for dynamically reconfigurable component-based applications. This middleware is component-based and driven by a QoS aware self-configuration algorithm. Finally, this platform was deployed over an automated warehouse supervision system. Ouedraogo et al. (2018) presented a run-time pluggable QoS management mechanism for middleware platform. Their approach consists in the dynamic, autonomous, and seamless deployment of QoS management mechanisms, which can improve QoS of middleware services. Lately, a QoS aware middleware was proposed by Mukherjee et al. (2020) for mobile edge computing in opportunistic internet of drone things. They analysed parameters like message transfer latency, overhead ratio, message delivery changes under several QoS values, which enhances the reliability of middleware.

In this paper, we attempt to design a middleware platform for pervasive computing. By analysing above projects, component-based and service-oriented middleware technologies in pervasive computing are commonly used and effective. This paper introduces the QoS mechanisms as part of the context aware, which better meets the adaptability of the middleware, facilitates application development. The main contributions are listed as follows:

- We designed an adaptive middleware, called PAmiddleware, which is based on real-time platform TAO. We supplemented three aspects, including service mapping, adaptive mechanism and context manager, which can make up for the shortcoming of TAO. We also added QoS mechanism into TAO.
- For context-awareness, we gave an approach to describe context information. A three tuple was applied for context resources, and a XML description was used for deployment in applications.
- We also proposed an adaptive mechanism, introduced the process of adaptation of middleware. An adaptation strategy based on particle swarm optimisation (PSO) was implemented in our model.
The rest of this paper is organised as follows. In Section 2, we introduce the design principles of our middleware platform. Section 3 describes the details of framework structure. Section 4 presents context description in our framework. And the process of adaptation is shown in Section 5. Finally, we conclude the whole paper in Section 6.

2 Principle of design

In pervasive computing, resources are inadequate and changing. If we want to let pervasive computing offer reliable performance required by the current workload, it is necessary for the application to have the ability of self-adaptation. QoS is widely used strategy for meeting the requirement in application. Traditionally, QoS mechanism has been added to application as a logic function, which is easy to confuse QoS with function attribute of applications. This will increase the complexity of the application, increase the difficulty of management, and weaken the reuse of the application. Hence, we set QoS into middleware layer, making the QoS separated from the application, to ensure the reconfiguration at runtime.

Component technology can improve the reusability of software, reduce the cost of software development, and enhance its reliability and the maintenance of the application. Component technology is widely used in software development. Service-oriented architectures have become an incontrovertible paradigm for the development of applications in pervasive computing environments, as they enable publishing and consuming heterogeneous networked software and hardware resources (Ben Mokhtar et al., 2006). In this paper, the component technology and service combination are adopted in our middleware model.

Our middleware model is an open, adaptive, component-based, service-oriented architecture. It has QoS management component, and is able to support different levels of QoS requirements. There are four requirements in the middleware architecture in order to adapt to the development and application of pervasive computing. Therefore, a good middleware platform needs to have the following characteristics.

- **Component-based services**: to simplify the development and maintenance of middleware. This is also the main way to solve the reusability, readability, and cost of software development.
- **Independence**: includes the various steps of the development process (design, deployment, running). The independence also means that the functional attributes and QoS are independent of each other.
- **Openness**: the components of middleware services and applications can be deployed or replaced according to the requirement. This is good for adding new functions or removing obsolete functions easily.
- **Context awareness**: the middleware should be aware of the changes in the context and make the appropriate processing. Context awareness is an essential element of pervasive computing middleware, especially for adaptive middleware.

In this paper, we introduce the concept of component service. Component service has the following characteristics:

- Component service has two forms: atomic component service, or composite component service.
- Atomic component service is independent, and it is implemented by atomic component. It is the smallest unit to be invoked by an application.
- Composite component service is composed of one or more atomic components, or composite component services else. There are not only functional dependencies among these atomic component service, but also QoS non-functional dependences.

In addition, we design the context model to adapt to the environment of pervasive computing. The model uses extensible markup language (XML) to describe. QoS informations are used as context profile.

3 Architecture of PAmiddleware

This section describes the structure of our proposed adaptive middleware. Firstly, we introduce the idea of design. Then, we improve the TAO middleware platform and propose an adaptive middleware. Our middleware platform support context-awareness and QoS, which can deal with the changing environments. Finally, we described the extension mechanism we proposed in detail.

3.1 Idea of design

This adaptive middleware we designed is called PAmiddleware (pervasive adaptive middleware), which provides services by the creation and combination of components. The logic type is used, whose configuration parameters and QoS requirements are specified by the users. As an abstract type, it has no specific implementation. PAmiddleware is responsible for positioning and instantiating the logical type, and also responsible for passing parameters between them. Application developers can use middleware only if they know the logical type of component and its configuration parameters in the middleware.

In the PAmiddleware, component service is divided into three steps (design, deploy, runtime phases), as shown in Figure 1. In the design, the type of component service is used. In the deployment, component service is described as a plan, which way is used to achieve the service type. In implementation of services, it implements the service, in accordance with the planning of the deployment phase. Application developers only need to specify the type of component service. The other is completed by
the middleware. This makes declarations, deployments, and operations separately, which is in line with the software development specification.

PA middleware is an open architecture, providing user interfaces and kernel interfaces. Its core services are composed of lifecycle management, adaptive management of service composition, and hooks for QoS mechanisms. When users want to get an application instance from the PA middleware, you should tell the QoS request to the PA middleware. The PA middleware makes a plan for your application. Then it constructs service according the plan. Finally, the PA middleware dynamically adjust the plan for the changing context.

Service, as a function unit, is composed by a component or more components. In this paper, we call it component service, and call component as service component. Service works as shown in Figure 1.

Figure 1  The deployment of component service (see online version for colours)

3.2 Architecture of TAO-based PA middleware

The following section describes the architecture of our proposed middleware. It also is an improved version of a middleware model that we have done before.

TAO is a freely available, open-source, and standards-compliant real-time C++ implementation of CORBA based upon the ACE. It attempts to provide efficient, predictable, and scalable quality of service (QoS). However, it does not support the context management and adaptive mechanisms of management. This cannot meet the requirements of pervasive computing. This paper extends the TAO for three aspects (as shown in Figure 2), including service mapping, adaptation mechanism, and context manager. These extensions make up for the lack of TAO, and improve its performance.

- **Service mapping mechanism**: mainly responsible for combination between the application and TAO, package, and classification. It maps from the service request to the service implementation. The service mapping mechanism is also a container to update, delete and add components.

- **Adaptive mechanisms**: responsible for the dynamic mediation of the application during operation. It includes the configuration of the service request, as well as the reconfiguration in the runtime. It also can order various service contracts, according to the context information.

- **Context manager**: responsible for management on context information, including acquisition, the integration, as well as classification and storage. We can create a different latch of context management so that we can flexibly manage context.

Figure 2  The architecture of TAO-based adaptive middleware

3.3 Architecture of extension mechanism

In this part, we mainly introduce the extension of TAO. The architecture of the extension is shown as Figure 3. The extension is composed of service mapping mechanism, adaptive mechanism and context manager. Context manager provides the same interfaces to the adaptive mechanism. The adaptive mechanism monitors the changing context, make a plan, and then take the plan to the service mapping mechanism. The service mapping mechanism is as a container, managing components for encapsulation, classification and linking.
3.3.1 Context manager

Context awareness is one of the key technologies in pervasive computing. It generally has three steps for context to gather, to storage and to model.

In this paper, resources and context manager are introduced, to accomplish the integration between physical space and information space, which shield the complexity. They provide unified interface of resources and environment context. According to different types of resource context information, it is divided into different types. Each type has its own context and resources bolt, to use in your applications. Collection, integration, and storage of the context in classifications are achieved by gatherers, translator, and memory.

a Resource context manager: mainly for management of the resource context (reference on OMG classifications and definitions of resources), including the storage and extraction of resource information, implementation of resource interface, and resources latch and management on creation and deletion.

b Environment context management: management of the context information, including collection, extraction, and integration for information, such as user’s location, temperature, humidity, etc. At the same time, context manager should manage on link among different sensors, as well as on context of the implementation of the interface. Modelling and storage of context information also are realised by this part.

In order to manage and understand the context information of pervasive computing, the context can be divided into three levels, the context node layer, the logical abstraction layer, and the user layer.

a The context node layer: this is the bottom of pervasive resource management, involving various types of pervasive resource node physical, such as a single sensor node equipment, a variety of software services, this layer mainly refers to the management and control. Each resource node has attributes, such as the access capability of the access terminal, the display capability or the service function provided by the software service entity. Its main function is to collect the original data, and to quantify the original data.

b The logical abstraction layer: virtual resource layer. This is the middle level of pervasive resource management, the layer of the layer is the main context of the semantic representation of context information is analysed, abstracted can be provided to the user layer using the context information.

c User level: this is the highest level of pervasive resource management, involving the establishment of user service quality model, user preferences and user context and other functions. In this paper, the context information is classified according to the different application fields.

3.3.2 Adaptive mechanism

Shown as Figure 3, adaptive mechanism is composed of five parts. Adaptive mechanism as a core on pervasive computing, should regulate by itself according to the context, to ensure the user’s QoS request. Firstly, when available resources increase, the service should improve the level. Secondly, when available resources decrease, on reduce the level of service of system. It includes the following sections.

a Context monitor: get and monitor the changes on context information, completion of the context acquisition in the service configuration, responsible for monitoring.

b Service planner: plan the service and get a reasonable service contract, according to the user’s requirement.

c Configuration manager: accomplish service configuration, according to service contract which is generated by service planner.

d Reconfiguration manager: adaptation reconfiguration on mediation process.

e Comparison analyser: in reconfiguration stage, get a new contract, analyse similarities and differences between old service contract and the new one, get a improved component service.

3.3.3 Service mapping mechanism

Service mapping mechanism is the link between extension mechanism and TAO platform. It is responsible for the classification and registration of component service. And it is also responsible for encapsulating TAO components. It mainly includes the following parts:

a Component service encapsulation mechanism: encapsulate a variety of component service as a unified format to use.

b Classification mechanism: reclassify the TAO’s component depending on application behaviour, in order to fit for adaptive mechanism.

c Mapping mechanism: responsible for conversion from component type to component implementation. The component type is mapped into the corresponding concrete component, so the function is realised.

Here, we need to understand the concept of component-based service. A service is a functional unit provided by the service provider to its customers, which is composed of one or more components. Component-based services have the following features:
There are two types of component services: either an atomic component service or a composite component service.

The function of atomic component service is independent, and its function is used by accessing the interface of atomic service component.

The composite component service is provided by the combination of atomic service components. There are not only functional dependencies among these atomic component services, but also QoS non-functional dependencies.

In order to be dynamically allocated and assembled, the components of services should have the following features to provide good service.

- Using the method of aspect oriented programming (AOP) to provide functional and non-functional interfaces for outside users.
- Having a good message transmission mechanism. A good message sending and receiving mechanism ensures real-time communication between components.
- Having a self-description interface. By this interface, we can know the function, running state and resource utilisation of the component.
- Supporting heterogeneity. In distributed environments, applications are heterogeneous at different levels, which must be supported by adaptive components.

4 Context modelling and description

In this section, we mainly describe an approach of context modelling and a method of context description.

4.1 Context modelling

Context-awareness contains gathering, storage and modelling of context. Among the above, context modelling is the key of applying context resource. In order to fit pervasive computing, we divide context information into resource context and environment context. Resource context consists of delay, bandwidth of network, processor, memory and so on. Environment context consists of user information, location, time, temperature and other factors related to physical environment. QoS is as a profile of context information, including type of information, maximum, minimum, dimension, and so on.

To integrate with the implementation platform, context information should be modelled by uniform pattern. We adopted general resource model (GRM) defined by Object Management Group (OMG). GRM divides resource management into resource service and resource service instance. And resource service instance is an implement of resource service at runtime. Entity is a basic object in context description. Entity can be a physical entity or a logical entity. It is a physical device, component, service or others related to environment context and resource context.

4.2 Context description

In terms of pervasive computing, context refers to any information that can be used to characterise entity runtime state. The entity here can be an individual, a location, an object in physical or information space. Meanwhile, it can also be a virtual entity, such as software, network connection, social relations and so on. The variety of context information makes the context difficult to use. The key to solve the problem of context aware service is how to use a unified description method to describe the context and how to interact the context information (Da et al., 2011). So, a unified context description method is necessary, which is also beneficial to the classification and storage of context information. Context description must follow the principle of simplicity and flexibility.

In this paper, the context information is described as a three tuple $CP = (SN, PR, QoS)$, where $SN$ is the only identification of context; $PR = \{P_1, P_2, \ldots, P_n\}$ is composed of a series of $P_i = (A, T, V)$, where $A$ is the attribute name, $T$ is the attribute type, $V$ is the attribute value, $QoS=\{Q_1, Q_2, \ldots, Q_m\}$ is a series of $Q_i = \{T, Max, Min\}$, where $T$ represents the aspect of QoS concern, $Max$ represents the maximum resource provided, $Min$ represents the minimum value provided by the resource.

Extensible markup language (XML) is a source language that allows users to customise data tags. It has become the factual standard of data exchange over internet for its platform and network independence. Besides, XML has good readability and maintainability. XML is also an effective tool for dealing with distributed structure information. So, we adopt XML to describe our context information.

The following is an example of context information described by XML language. It is a video stream system which contains network bandwidth, CPU-occupy, QoS and so on.

```xml
<entity name="videostream-one">
  <contexts name="context1">
    <resource-contexts>
      <resource-context name="Network_Bandwidth" value="100" unit="MB"/>
      <resource-context name="CPU-occupy" value="0.5" unit="s"/>
      <resource-context name="MemoryFree" value="560" unit="MB"/>
      <resource-context name="MediaType" value="MPG"/>
      ...
    </resource-contexts>
  </contexts>
</entity>
```
<environment-contexts>
<environment-context name = “location”>
<location positionX = “100” positionY = “200”
unit = “km”/>
</environment-context>
</environment-contexts>

<resource-QoSs>
<resource-QoS name = “Network”
max = “20” min = “5” unit = “MB”>
...
</resource-QoSs>
...
</contexts>
...
</entity>

5 Adaptive mechanism of PA Middleware

In this section, we propose an adaptive strategy for pervasive computing middleware. We put forward the concept of service contract. We use PSO algorithm to optimise the service composition.

5.1 Process of the adaptation

Adaptive mechanism is the core of adaptive middleware, which indicates the manner in the configuration. In the implementation of adaptation, service planner plays an important role. It receives the user’s request, and checks the context information. Then, it gives a plan of service, and generates service contract. The planner also has a link with service configurator and service reconfigurer. Together, they complete the adaptation.

Figure 4 The process of the adaptation

In this section, service contract is an important concept, which is a platform-independent specification, including configuration information, environment dependencies, and QoS features. A service contract includes four information elements, service name, service implementation, parameter configuration, context-dependency.

Another concept we need to know is service type, which is the interface of adaptive middleware to be used by application developer. When using services, applications only need to specify the service type and parameter information.

When an application uses the middleware service, the service type and user’s QoS request as the request are sent to the adaptive middleware layer (PA middleware), and finally achieve the service planner. Service planner according to the environmental context-dependency and the current context of the resources generates the configuration information which meets the QoS requirements of the user. The entire workflow is as shown in Figure 4.

1 User or application sends a request to the service planner, and requests the appropriate service.
2 According to the type of request, service planner gets context through the monitor. It also makes context monitor to oversee the change.
3 Service planner, according to the context information, generates service contract.
4 Service planner notifies service configurator to configure the service in accordance with the service contract.
5 In the operating mechanism, the component is instantiated.
6 If the context monitor oversees the context change, it notify service planner, which should compare the configuration information in the conflict in the current context and service contracts.
7 Service planner notifies service reconfigurer to complete the service reconfiguration.
8 Compare the old service contract and the new one.
9 Go to step 5, component service is instantiated.

5.2 Component service planning method based on genetic algorithm

It can be seen from Section 3.1 that service planning is required from component service type to component service implementation. Service planning is to select suitable components from many component packages and combine them into an integrated service under various restrained conditions. We need to transform composite component services into atomic component services. In order to obtain the best solution, we adopted genetic algorithm to service planning.

In component library, each atomic component implements an independent function. And atomic components with the same function but different parameters are assigned to the same package. The role of genetic algorithm is to determine the appropriate components in each package according to the user’s request. Taking
Figure 5 as an example, a composite component service consists of eight atomic component services, each of which comes from a different package. We will implement service planning according to different QoS requests. Firstly, we need to encode the problem, which transforms the feasible solution space of the problem into the search space that genetic algorithm can handle. In this paper, we adopt binary code to encoding genes, which is more suitable for coping with discrete problems. Suppose \( N = \max n_1, n_2, \ldots, n_m \), where \( n_i \) denotes the number of components in package \( i \), and \( N \) is the maximum value in all packages. The gene code should be \( q = \lceil \log_2(N - 1) \rceil + 1 \). If \( N = 16 \), then \( q = 4 \). The coding of component is from 0000 to 1111. For Figure 5, a chromosome is composed of eight genes.

Figure 5  The case of composite component service

Another key point of genetic algorithm is to choose an appropriate fitness function, which can measure the quality of the solution. In this paper, we mainly choose the service with the best overall performance according to the non-functional attribute of each component service. Suppose component service \( S \) is composed of \( n \) components \( \{c_1, c_2, \ldots, c_n\} \), each component contains \( m \) resource context attributes, and their QoS characteristics are represented by \( \{Q_1, Q_2, \ldots, Q_m\} \). We can get the objective function \( f \) of each resource as equation (1).

\[
f = \sum_{i=1}^{m}(w_i \times Q_i)
\]

where \( w_i \) denotes the value of QoS feature, \( 0 \leq w_i \leq 1 \), \( \sum_{i=1}^{m} w_i = 1 \). And \( Q_i \) denotes the value of the \( i \)th QoS feature. The fitness function should be equation (2).

\[
F = F_{\text{requirement}} - \sum_{i=1}^{N} (f_i)
\]

where \( F_{\text{requirement}} \) denotes what user requires, \( f_i \) denotes value of the \( i \)th component. There are different orders of magnitude and units due to different features, such as processors, network conditions, memory, etc. They must be standardised to ensure their fairness in service. Hence, we adopted max-min normalisation method to transform each feature.

6 Conclusions

In this paper, we take the process of soft development into account. We proposed an improved TAO middleware platform for pervasive computing named PAmiddleware, which contains type of component service, plan of service, and implementation of service, corresponding to three stages, designing, deployment, and running, respectively. We described the extension mechanism of TAO in detail. And we gave a context description method by XML language. Also the process of the adaptive mechanism was presented. A component service planning method was proposed using genetic algorithm. We take a video streaming service as an example to build a prototype system. The prototype system can adapt to the changes of scene and network speed, and get better video transmission.

The next important job is to improve the genetic algorithms in the configuration and reconfiguration mechanisms or adopt other intelligent optimisation algorithms. Meanwhile, it is necessary to adopt ontology technology for modelling context information, which is suitable for supporting the reasoning services in the scope of pervasive computing applications, increasing the expressiveness of context information and providing support for reasoning.
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