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Abstract: Simulation modelling is an analysis approach utilised in nearly every domain for analysis of large and complex systems. Synchronous data flow (SDF) is used to model systems whose data does not follow the predetermined global schedule of discrete event simulation modelling techniques. A policy set optimisation (PSO) problem for any simulation model is the selection of a small set of controllable inputs for manipulation by a decision maker (DM) in order to achieve a desired goal. This is a multi-criteria decision making problem and a large-scale SDF simulation model creates a complex mathematical model for solution. Our PSO framework and associated procedure aims to generate the policies that will provide an estimation of the Pareto optimal solutions for the simulation model using only pre-processed model sampling. Our solution methodologies for the PSO problem aims to minimise the computation time required from the point at which a DM selects the outcomes of interest, to when they receive solution policies to choose from. This paper provides a sample problem and a discussion about the quality of the solution found.
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1 Introduction

Simulation modelling is a common approach for understanding and analysing large and complex systems. Traditional domains such as manufacturing, much less traditional domains such as the finance industry, and everything in between utilise simulation in order to create decision support tools for an analyst or decision maker (DM). A typical decision for a DM in all domains contains more than one single objective. Multi-criteria decision-making (MCDM) considers more than one, often times conflicting objectives simultaneously.

The goal of any MCDM process is to help a DM consider multiple objectives simultaneously as well as find a solution that pleases the DM the most. There are many desirable characteristics of MCDM processes. The process should generate Pareto optimal solutions reliably, as well as provide an overview of the set of Pareto optimal solutions to the DM. The method should also not require too much time or demanding information from the DM. It should also support the DM in finding the most preferred solution.

Our PSO framework embraces MCDM in the selection of a policy that optimises multiple outputs of interest simultaneously. A policy is a set of actions taken on the inputs of the simulation model. Our work utilises mathematical modelling to optimise the selection of these policies. The target of this work is a large-scale simulation model that contains many controllable inputs. Our goal for this application is the minimisation of computation time required to generate reasonable policies for a DM. A reasonable policy is a policy set that is implementable by a DM (not too many inputs to manoeuvre in order to implement). Unfortunately, target applications of a size that properly stress our mathematical models solution capabilities are proprietary in nature. We present a simple sample model and results associated with that sample model to show the effectiveness of finding a set of good policies for a DMs consideration. We also present some computational results for one approach from large-scale data to show solution capability with a model of larger size.
The contribution of this research is the generation of policies, solely based on pre-processed simulation runs, in large-scale simulation models that consider a DM and their multi-criteria interests. We utilise two solution approaches in order to generate these policies in a computationally efficient manner. We compare two solution approaches and visualise results for the DM in order to select their preferred solution policy.

The rest of this paper has the following layout. A review of the literature is in Section 2. Section 3 describes the PSO framework. The first solution approach is the model decomposition approach (MDA) described in Section 4. The second solution approach is the model sampling approach (MSA) in Section 5. Section 5 also contains the computational results for large-scale data to show solution capability. A description of the PSO system is in Section 6. The visualisation approach utilised by the PSO system is in Section 7.

2 Literature review

In a MCDM problem, there are two main tasks. The first task is the optimisation task. The purpose of the optimisation task is to find Pareto optimal solutions, also known as the set of non-dominated solutions. A non-dominated solution is any solution for which there exists no other feasible solution that obtains a ‘better’ objective value in all objectives. ‘Better’ refers to a greater or equal value in terms of maximisation or lesser or equal value in terms of minimisation. Despite the fact that there are multiple Pareto optimal solutions, it is typical that the DM chooses only one of these solutions. Our framework and associated procedure aims to generate the policies that will provide an estimation of these Pareto optimal solutions for a simulation model using only pre-processed model sampling.

The second task in a MCDM problem is the decision-making task for choosing the single most preferred solution among this set. While the focus of this paper is the optimisation task of the PSO process, the framework considers the decision-making task throughout. The DM in any application of large-scale simulation modelling applies unique constraints to the PSO problem at hand that make this problem different from the typical multi-objective optimisation problem examined in the literature.

Dyer et al. (1992) and Wallenius et al. (2008) provide good reviews of the history of MCDM and multi-attribute utility theory (MAUT). As predicted in Wallenius et al. (2008) there has been quite a bit of recent literature on evolutionary multi-objective optimisation (EMO) method. Coello-Coello et al. (2006), Branke et al. (2008), Deb et al. (2002), Aittokoski and Miettinen (2010), and Eskandari et al. (2005) each develop new evolutionary optimisation algorithms or expand on past algorithms for use in MCDM problems. Multi-objective optimisation using evolutionary algorithms ( Deb, 2001), is a good resource for the utilisation of these evolutionary algorithms in a multi-objective setting. EMO algorithms in general require many simulation runs after a DM provides preference information in order to generate efficient solutions to the problem. Obviously, a large number of simulation runs cannot occur in all domains. The DM must select outputs of interest, and in a timely fashion must receive policies and associate outputs of those policies.
If a model has a large run time (approximately 30–60 seconds) for a single iteration, typical analysis techniques will be quite computationally expensive. Simulation optimisation, evolutionary optimisation, or design of experiments become computationally expensive as the model becomes large.

Factor screening is a popular method for determining important inputs based on designed experiments and statistical analysis of those experiments. This is done in order to search through all model inputs \( i \) for an important subset of factors \( k \), where \( |k| \ll |i| \) (Bettonvil and Kleijnen, 1997; Montgomery, 1979; Tauer, 2009). In most literature, these subsets are predetermined by some analysis of the main effects of inputs (Bettonvil and Kleijnen, 1997; Mauro and Smith, 1984). Kleijnen (1975) provides a good overview of these screening techniques. Due to these computational requirements, it is not always possible to perform a large-scale experimental design in a preprocessed fashion. For example, if a large-scale simulation model has 10,000 controllable inputs. If that model has a single run average time of 60 seconds, a standard full factorial DOE of \( 2^{10,000} \) runs of the model would take approximately \( 4.99 \times 10^{10} \) days to complete. A half factorial, thus eliminating half of the controllable inputs from consideration would take \( 3.53 \times 10^{7} \) days to complete. For a much smaller example, consider a model with 1,000 controllable inputs. Using this model, a standard full factorial DOE would require \( 1.07 \times 10^{30} \) runs and take \( 7.44 \times 10^{29} \) days to complete. These methods of DOE would simply take too long to complete a factorial or fractional factorial on a simulation with as long of a runtime and as many input factors as some of the large simulation, models that certain domains may utilise.

The last step in a MCDM process is the visualisation of results. Korhonen and Wallenius (2008) provide an overview as to the past work in the visualisation of MCDM results. In their overview, they discuss the use of scatter plots, bar charts, as well as radar/spider charts. Simple and recognisable charting methods such as a scatter plot or response surface work when visualising MCDM results with only two or three dimensions. Unfortunately, beyond three dimensions, standard charting methods fail. Spider charts allow the DM to view the impact of alternatives on several outputs at once.

Andrews (1972) curves and Cherno (1973) faces are two techniques that have been used to visualise multi-dimensional data. Agrawal (2005) and Chiu (2009) developed a hyperspace diagonal counting method and hyper-radial visualisation approaches for visualising many dimensional data. While the previously mentioned work in several fields gives aid to presenting multi-dimensional data, a main work in MCDM, that includes the DMs preference information comes from Korhonen (1988). Their Pareto race work allows a DM a visual method for exploring the Pareto frontier. Korhonen et al. (1997) also performed some work on a quadratic Pareto race. These methods and their approach to interaction with a DM in order to allow that DM the ability to manoeuvre around the Pareto frontier provide us motivation and techniques to use for our visualisation approach for MCDM results. When producing many potential solutions, it is best to allow the DM the ability to traverse those solutions in a manner that will allow them to select the best solution for them. It should be noted that in our PSO problem, the DM may choose to select a dominated policy if it satisfies some additional interests. If a dominated solution has minimal change from the baseline values, then it might be of interest to the DM to select a policy that is easy to obtain, as opposed to spending too much effort to reach a solution that is slightly better, but may be very difficult to reach. In our framework, we allow this decision to take place.
3 PSO framework

The PSO problem is the process of selecting a small subset of inputs of a simulation model to modify from their default settings in order to have a desired effect on a set of outputs of interest to a DM. Figure 2 shows the overall framework for our PSO solution methodology. The first step in the procedure is to elicit the underlying graph structure of the simulation model. The models that are utilised in this research are synchronous data flow (SDF) simulation models. A small sample SDF model and the associated elicited graph can be seen in Figure 1. SDF simulation models differ from discrete event simulation models in the scheduling of execution. Discrete event simulation has modules that are executed on a predetermined global schedule (Lee and Sangiovanni-Vincentelli, 1998). SDF modules execute as a reaction to the existence of data as inputs (Lee and Messerschmitt, 1987). SDF tools are used in many areas in the social sciences or engineering. Some specific examples are shown by Goldberg (1958) to be control theory problems, econometric models, queuing problems, and behaviour learning. The third box in the pre-processed row of the framework is experimental sampling. This sampling varies based on which approach is used. The sampling associated with the MDA is seen in Section 4. The sampling associated with the MSA is seen in Section 5. These sampling procedures are implemented to determine how changes in the inputs, whether it is at the node level in model decomposition or model level in model sampling, effect the outputs. Preprocessed sampling is defined as any sampling procedure that can be run on an SDF model. At this point, the DM will select their outputs of interest for a specific problem. This information is provided to the mathematical model generator. This model is solved with a single set of weights that can be provided by the DM (a single point estimate of the efficient frontier), or it generates an estimation of the entire efficient frontier using multiple sets of weights. These solutions will aid the DM in making policy decisions.

Figure 1 Sample SDF model and elicited graph, (a) sample SDF model (b) elicited graph

Source: Tauer et al. (2010)

Our solution methodology for the PSO problem aims to minimise the computation time required from the point at which a DM selects the outcomes of interest, to when they receive solution policies to choose from.

This research takes two approaches for solving this multi-criteria PSO problem. The first approach is called the MDA. This approach requires the decomposition of the large simulation model into smaller black-box simulation models. These smaller models (nodes) are sampled and that sampling data is regressed upon to form constraints in a
MDA mathematical model. This nonlinear program is solved via the penalty-successive linear programming (PSLP) method and the solution to this is a solution policy.

The second approach is the MSA. This approach samples the entire model simultaneously and the data that is generated creates the MSA mathematical model.

**Figure 2** Policy set optimisation framework

<table>
<thead>
<tr>
<th>Pre-processed</th>
<th>SDF Model</th>
<th>Graph Elitisation</th>
<th>Experimental Sampling</th>
<th>DM Selection of Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>After DM Input</td>
<td>Mathematical Model Generation</td>
<td>Mathematical Model Solution</td>
<td>Policy and Decision Values</td>
<td></td>
</tr>
</tbody>
</table>

The benefit of this integer program is that it provides a method to limit the number of inputs in a solution policy. The resulting solution can then be used as an input to a local-search method. Solution time reduction techniques are examined for this mathematical model.

Both approaches are then used on a small sample simulation model and analysis of these results show that the ability of the MSA to limit the number of inputs is integral for selecting usable policies for a DM. Visualisation of all validated policies is discussed and a description of how this visualisation approach aids the DM in selecting their preferred policy is provided.

## 4 Model decomposition approach

The first method for selecting a policy for a large-scale SDF simulation model is using the MDA. A policy is defined as a set of inputs that should be changed from their default values in order to have some desired effect on certain outputs of interest.

Since we are working under the assumption that each SDF simulation model is a black-box simulation model, the MDA is based on the decomposition of the overall model into separate black-box functions. The breaking down of the model is completed by leveraging the graph structure that exists in an SDF simulation model. Exploitation of this graph structure does not impact the proprietary nature of these large-scale black-box simulation models. The actual computations performed in these black-boxes are not compromised in this procedure. The process is done by leveraging the work in Tauer et al. (2010). By doing this, we allow for estimations of each decomposed black-box function separately.
Initially, the model is exercised as a whole using a random balance experimental design (Satterwaite, 1959). Our random balance experimental design is an experiment that exercises the simulation a specific number of replications to determine potential ranges on each internal edge of the SDF graph structure. These random balance simulation runs allow for each input in the model to be randomly assigned (50% chance) to the associated low or high value. When these replications finish, each edge in the elicited graph has a recorded range. These ranges are used in the node sampling procedure.

Figure 3 shows an example of a node in a SDF model that has two inputs and how it would be sampled. These inputs can either be inputs to the entire model, or internal values to the overall model that are computed from a previous node. This node will have some sort of experiment exercised on it. The values from this experiment will then be regressed upon. If the experiment is a full factorial design, it is still much faster than performing a large-scale factorial design on the entire simulation model, due to only a single actor being exercised. With this speed increase, it allows us to perform any type of experiment we may want to perform. This could include a $2^n$ experiment where $n$ is the number of inputs to the node, or perhaps even a higher order experiment such as $3^n$ or even $5^n$. The example data table for the example node sampling in Figure 3 using a standard $2^n$ full factorial experiment can be seen in Table 1.

**Figure 3** Node sampling

**Table 1** Node sampling data table

<table>
<thead>
<tr>
<th>Value1</th>
<th>Value2</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
</tbody>
</table>

At this point in the process, every node in the SDF model will have data similar to the data in Table 1. The data in Table 1 then undergoes the regression procedure. The steps of this regression procedure are as follows:

1. linear regression
2. separable quadratic regression
3. quadratic with pairwise interaction regression

The first step is to process every remaining node using linear regression. This linear regression is the standard linear regression with each input to the node representing one term in the regression equation. Equation (1) shows what the sample linear regression equation would look like for the node in Figure 3.

$$output = \beta_0 + \beta_1 \cdot value1 + \beta_2 \cdot value2$$  \hspace{1cm} (1)
With any node that has an \( R^2 \) value below the set threshold, it is then passed to regression using separable quadratic terms. Equation (2) shows what the sample separable quadratic regression equation would look like for the same sample node.

\[
\text{output} = \beta_0 + \beta_1 \text{value}_1 + \beta_2 \text{value}^2 + \beta_3 \text{value}_1^2 + \beta_4 \text{value}^2
\]  

(2)

Any node that once again has not passed the set \( R^2 \) threshold, is processed using pairwise quadratic terms. Equation (3) shows what the sample quadratic regression with pairwise interaction would look like for the sample node.

\[
\text{output} = \beta_0 + \beta_1 \text{value}_1 + \beta_2 \text{value}^2 + \beta_3 \text{value}_1^2 + \beta_4 \text{value}_1 \text{value}^2
\]  

(3)

If any node still does not meet the threshold, it can either continue onto further levels of adding terms into the regression (pairwise divisible terms, etc.) or the DM can set a stopping point for adding terms. Our stopping point is currently set to this pairwise quadratic level of regression. The reasoning for this stopping point is that in our sample model, a threshold of 0.975 had every node stopped at these three levels of regression. It is obvious that in other models, this threshold and these levels might not be sufficient. One of the advantages of the MDA is that the threshold and these types of regression terms is fully customisable and can be altered based on the type of model that is being analysed.

After every node has a set regression equation as an estimation, the MDA mathematical model is developed based on these equations. The purpose of the MDA mathematical model is to identify the set of inputs that most effects the outputs of the simulation model. Table 2 shows the parameters, sets and variables defined for the MDA mathematical model. The MDA mathematical model formulation is then shown.

Table 2  MDA parameter, set and variable definitions

| \( w_g \) | Objective weight associated with output \( g \) |
| \( I_g \) | 1 if output \( g \) is to be maximised, –1 if it is to be minimised |
| \( x_{it} \) | Value of input, function, or output \( i \) for time unit \( t \) |
| \( z_g^* \) | Goal value for output \( g \) |
| \( G \) | Set of outputs of interest in the elicited graph |
| \( L \) | Set of black-box functions defined by linear estimations |
| \( SQ \) | Set of functions defined by separable quadratic estimations |
| \( QPI \) | Set of functions defined by quadratic pairwise interaction estimations |
| \( I_{select} \) | Set of all inputs to the model that are allowed to be in a policy solution |
| \( (l_i, u_i) \) | Lower and upper bounds for \( i \in I_{select} \) |
| \( \beta \) | Regression estimation coefficients |
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\[ \min \alpha \]

subject to: \[ \alpha \geq \omega_g L_g \left( z_g^* - x_{g2} \right) \] \quad \forall g \in G \quad (4)

\[ \beta_{0j} + \sum_{i \neq j} \beta_{ij} x_{i1} = x_{j1} \quad \forall j \in L \quad (5) \]

\[ \beta_{0j} + \sum_{i \neq j} \beta_{ij} x_{i2} = x_{j2} \quad \forall j \in L \quad (6) \]

\[ \beta_{0j} + \sum_{i \neq j} \beta_{ij} x_{i1} + \sum_{i \neq j} \beta_{ij} x_{i2} = x_{j1} \quad \forall j \in SQ \quad (7) \]

\[ \beta_{0j} + \sum_{i \neq j} \beta_{ij} x_{i1} + \sum_{i \neq j} \beta_{ij} x_{i2} = x_{j2} \quad \forall j \in SQ \quad (8) \]

\[ \beta_{0j} + \sum_{i \neq j} \beta_{ij} x_{i1} + \sum_{i \neq j} \beta_{ij} x_{i2} + \sum_{i \neq j \neq k} \beta_{ijk} x_{i1} x_{k1} = x_{j1} \quad \forall j \in QPI \quad (9) \]

\[ \beta_{0j} + \sum_{i \neq j} \beta_{ij} x_{i1} + \sum_{i \neq j} \beta_{ij} x_{i2} + \sum_{i \neq j \neq k} \beta_{ijk} x_{i2} x_{k2} = x_{j2} \quad \forall j \in QPI \quad (10) \]

\[ l_i \leq x_{i1} \leq u_i \quad \forall i \in I_{select} \quad (11) \]

\[ x_{i1} = x_{i2} \quad \forall i \in I_{select} \]

\[ \omega_g > 0 \quad \forall g \in G \quad (12) \]

\[ \sum_{g \in G} \omega_g = 1 \]

Our MDA mathematical model is a two-time-step approach to approximating the simulation model’s inputs effects on the outputs. Originally, our approach to the mathematical model was to estimate the effects of each node at every time step with a higher level of fidelity. This lead to a very large mathematical model with a level of fidelity that was not required for our overall purpose of the mathematical model.

In the mathematical model formulation, minimising \( \alpha \) and constraint (4) minimises the maximum distance from the goal values for each output of interest \( g \). Constraints (5) and (6) are associated with the regression estimations of black-box functions, for time period one and time period two, that fall within the set of nodes \( L \) that are estimated using linear regression equations. Constraints (7) and (8) are for the set of nodes that fall within the set \( SQ \) that are estimated by the separable quadratic regression equations. Constraints (9) and (10) are for the set of nodes \( QPI \) that are estimated by the quadratic regression equations that include pairwise interaction. All six of these constraint sets estimate the output of a node based on the inputs provided to it. Whether those inputs are inputs to the entire model, or outputs from other nodes in the SDF model, these constraints work the same way.
Constraint (11) ensures that the policy inputs \( x_i \) where \( i \in I_{select} \) are chosen to be at values that are within their allowable range. Constraint (12) forces those policy inputs to then remain at that chosen value for the second time period. All other \( x_i \) where \( i \notin I_{select} \) are allowed to move in any direction at any magnitude.

Since this mathematical model is nonlinear due to constraints (7), (8), (9) and (10), a nonlinear solution technique must be used. Since this problem has a highest order of two, we have chosen to use the penalty successive linear programming (PSLP) algorithm (Bazaraa et al., 2006).

The PSLP algorithm is based on starting at some initial estimate of the optimal solution. Our initial estimate is the solution of the original problem replacing the nonlinear regression equations with their linear regression equations.

After the values are initialised, the method then solves a sequence of first-order approximations of the nonlinear model. Since these are the linear approximations of the nonlinear model, they are solved very efficiently. Since there is no requirement for the remaining linear constraints to bound the problem, trust regions must be used to ensure convergence of the algorithm (Bazaraa et al., 2006).

This research utilises this solution method for the nonlinear program because of the main advantage it provides. Its ease and robustness for implementation in large-scale problems is the first advantage. Some large-scale simulation models produce very large mathematical models and this advantage is key in the implementation of the solution method for these models.

PSLP disadvantages that often hinder its use also do not impact our implementation. SLP algorithms often see slow convergence to the optimal point when it does not exist on a vertex. Also, SLP algorithms typically violate the nonlinear constraints en route to optimality. While these two disadvantages may be of concern for most implementations, it is not of concern to this problem. Our mathematical model is simply an estimation of a simulation model that is an estimation of reality. These multiple levels of estimation allow for some leeway in this aspect.

The solution of the PSLP algorithm with a single vector of weights, \( \omega \), provides a single point estimate of the efficient frontier. This may be of interest to a DM if they have a set of weights already in mind for the problem. Varying this vector can provide a different estimation of the frontier.

The MDA within the PSO framework allows for the DM to interact with the system and change certain parameters. The DM is responsible for setting the indicator vector \( I \), identifying whether an output of interest \( g \) is maximised or minimised. The DM is also responsible for selecting the set of these outputs, \( G \).

5 Model sampling approach

Our next approach to solving the PSO problem is the MSA. The MSA is centred around a change in the sampling technique that is used to develop the model data. The MDA as it currently exists does not limit the number of inputs selected in the policy solution. This can be done heuristically, but it is of interest to have a solution method that handles the limitations of the policy size automatically. Another advantage of the MSA is that it does not require decomposition of the simulation model.
The purpose of this approach is to provide policies that are more realistic than what is currently produced by the MDA. This means that the MSA mathematical model can produce policies for a simulation model that would be more feasible to implement and of interest to a DM. It is obvious that a policy consisting of a large number of modified inputs is not feasible for a complex system, and certainly not in a real application.

Another feature of the MSA is that it can be used to create many policies. Generating many alternative policies would be of interest if one were to leverage parallel computing and local search to intelligently search the input space of the simulation model. Having multiple policies is also of interest when visualising the results and allowing the DM to choose their preferred policy.

Sampling of the model as a whole is done with as few simulation runs as possible. This is due to the fact that the evaluation time of these complex SDF simulations can be close to or even well above 90 seconds per replication. This procedure requires a number of simulation runs equal to two times the number of controllable inputs in the simulation plus one. Assuming a model with a 60 second run time and 10,000 controllable inputs. This sampling procedure would take only 13.89 days as opposed to the $4.99 \times 10^{101}$ days using a full factorial design or $1.07 \times 10^{101}$ days when doing a $\frac{1}{10}$ factorial. It is worth noting that if the model is $\frac{1}{10}$ the size of the original model, it is full factorial would still take $1.07 \times 10^{101}$ days. While this 13.89 days seems like a long time, it can be run (as completed on our real Department of Defense (DoD) application) on a parallelised setup and use several machines in a pre-processed fashion. A pre-processed simulation run is a simulation run that is performed before a DM has to interact with the system. Even if someone had a massive computer infrastructure, the runs required for a full factorial (or even a half factorial) on one of these large simulation models would not be feasible.

This sampling procedure equates to running the simulation once while all inputs are located at their default value (baseline run), and two runs for each input, one when it is assigned to the lower bound value (while all other inputs are held at their default values) and one when it is assigned to the upper bound value (while all other inputs are held at their default values). Each simulation run is completed while recording the value of every output in the model. This separable and linear assumption for the effect of input $i$ on output $j$ will be analysed when the MSA results are compared to the results of the MDA. Each input/output pair has a value triplet (VT) where $VT_p = \{v^{L}, v^{D}, v^{H}\}$ where $v^{S}_j$ represents the value produced for output $j$ when input $i$ is at setting $S$. The options for settings are low ($L$), default ($D$), and high ($H$). Notice that for the default setting, this is independent of input $i$. This is because for all $i$, $v^{D}_j$ is the same. All inputs $i$ are at their default, thus being independent of $i$.

The purpose of the MSA mathematical model is to select a small subset of inputs to modify and the direction in which to modify them in order to have the largest estimated impact on the desired outputs. This model utilises the Tchebycheff method, which prevents the exclusion of non-dominated solutions that might be missed using the regular weighted objectives method. These solutions correspond to convex dominated solutions.

Table 3 defines the parameters and variables used in the MSA mathematical model.
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Table 3  MSA parameter and variable definitions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_j$</td>
<td>Objective weight associated with output $j$</td>
</tr>
<tr>
<td>$I_j$</td>
<td>1 if output $j$ is to be maximised, 0 if it is to be minimised</td>
</tr>
<tr>
<td>$z_j$</td>
<td>Mathematical model calculated value of output $j$</td>
</tr>
<tr>
<td>$z_j^*$</td>
<td>Goal value for output $j$</td>
</tr>
<tr>
<td>$y_i$</td>
<td>1 if input $i$ is chosen to move from its default value, 0 otherwise</td>
</tr>
<tr>
<td>$y_i^L$</td>
<td>1 if input $i$ is chosen to be at the low value, 0 otherwise</td>
</tr>
<tr>
<td>$y_i^H$</td>
<td>1 if input $i$ is chosen to be at the high value, 0 otherwise</td>
</tr>
<tr>
<td>$c_{ij}^L$</td>
<td>Change in output $j$ caused by moving input $i$ to the low value</td>
</tr>
<tr>
<td>$c_{ij}^H$</td>
<td>Change in output $j$ caused by moving input $i$ to the high value</td>
</tr>
<tr>
<td>$N$</td>
<td>The maximum number of inputs allowed to be in a policy solution</td>
</tr>
</tbody>
</table>

The formulation for the mixed integer program (MIP) that is generated in the MSA is seen in Table 3.

$$\min \alpha$$

subject to: $\alpha \geq w_j I_j (z_j^* - z_j)$ \quad $\forall j \in J$ (13)

$$v_i^p y_i^p + v_i^D (1 - y_i^p) = v_j^D + c_{ij}^L$$ \quad $\forall i \in I, j \in J$ (14)

$$v_i^H y_i^H + v_j^D (1 - y_i^H) = v_j^D + c_{ij}^H$$ \quad $\forall i \in I, j \in J$ (15)

$$v_i^D + \sum_i c_{ij}^L + \sum_i c_{ij}^H = z_j$$ \quad $\forall j \in J$ (16)

$$y_i^L + y_i^H = y_i$$ \quad $\forall i \in I$ (17)

$$\sum_i y_i \leq N$$

$$\sum_j w_j = 1$$

$$w_j > 0$$ \quad $\forall j \in J$ (18)

$$y_i^L, y_i^H, y_i \in \{1, 0\}$$ \quad $\forall i \in I$

$$c_{ij}^L, c_{ij}^H, z_j$$ are unrestricted

The objective function of $\alpha$ is minimised, and constraint (13) finds the weighted deviation from each output $j$’s goal. The combination of these two is the Tchebycheff minimisation of the maximum distance from some goal $z^*$. Constraints (14) and (15) estimate the change in output $j$ caused by moving input $i$ either to the low value or high value respectively. The summation of these changes across all inputs calculates the
estimated output value $z_j$ for all outputs $j$ in constraint (16). The restrictions on the use of inputs are in Constraints (17) and (18). Constraint (17) restricts that an input $i$ (if selected in a solution policy) can only be and must be moved in one direction (low or high). Constraint (18) restricts the number of inputs allowed to change from their default value according to a DM.

A solution of this mathematical model with a single vector of weights, $\omega$, provides a single point estimate of the efficient frontier. Varying this vector of weights provides a varied estimation of the frontier. The spacing of these weight configurations will either increase the fidelity of the frontier estimation as well as the solution time by using more point-estimates, or can decrease both by using fewer point-estimates.

There are several parameters within the PSO system that a DM can change in order to effect the solution(s). The first parameter is $\omega_j$. This can be altered as previously mentioned, by the selection of a single weight vector $\omega$ for a single point estimate of the efficient frontier, or it can be spread out at a DM’s chosen spread to estimate the entire efficient frontier. Another parameter is the indicator vector $I_j$ which identifies whether an output $j$ is maximised or minimised. The DM sets this parameter while selecting their outputs of interest for the generation of the mathematical model. $N$ represents the maximum number of inputs that can be chosen in a solution policy. It can be very difficult for a DM to handle the tradeoffs involved with a large number of inputs changing in any policy. For this reason, we have almost entirely chosen policy sizes of less than ten for our example problems.

Another useful aspect of the MSA mathematical model is that it can easily generate additional policies to create a database of policies. An input $i$ can be included ($y_i = 1$) or excluded ($y_i = 0$) from a policy via adding one single constraint to the mathematical model. It can also generate additional policies by using recursive solution of a mathematical model with addition of a single constraint $\sum_{i \in SP} y_i \leq |SP| - 1$ where SP represents the previous solution policy. Addition of this constraint forces the model to select a new solution policy with each iteration of the problem.

Two approaches were taken to try and improve solution time for the MSA model. The first was input restriction and the second was policy size reduction. Table 4 shows the idea behind the two techniques for solution time improvement. Consider a scenario in which a simulation model exists and a DM is considering analysing this system using our PSO solution procedure. If the problem is solved using all possible inputs and a maximum policy size of seven, there is reason to consider solving the problem with fewer inputs and a smaller policy size to determine not only if the same frontier is found, but also if the solution time for developing that policy is reduced. In Table 4, each cell represents one combination of mathematical model manipulations to determine if reducing the number of inputs allowed in the mathematical model and reducing the maximum policy size allows for the system to still produce a good estimation of the efficient frontier and produce it in a smaller solution time. Moving down a row represents the reduction of the number of inputs allowed in the model and moving across a row is the reduction of the maximum policy size. The purpose of this section is to determine in this hypothetical scenario how far to the right and down in this box of cells we could consider moving our system parameter values and still maintain a good estimation of the efficient frontier.
In order to compare how these methods affect the frontier estimation, we must compare the estimations created by each method and determine the closeness of the points. From this comparison, it was determined that at certain levels, the input restriction method greatly reduces the solution time while having minimal if any impact on the efficient frontier. Unfortunately, the policy size reduction method had a direct impact on the efficient frontier and should be implemented with consideration of that. Additional detail on these methods can be seen in Myers (2013).

Since the MSA does not require use of a proprietary simulation model for decomposition, it is possible to show computational results with larger test data. The test scenarios used were data that contained 1,000 controllable inputs. Figure 4 shows the average solution times in these test scenarios. The average solution time without the use of the input reduction technique is under 3 seconds in all three scenarios. With the inclusion of the input reduction technique, that solution time drops well below 1 second in all scenarios.

**Figure 4** Input reduction solution time improvement (see online version for colours)

It is important to determine if the use of the input reduction technique affects the estimation of the Pareto frontier. Figure 5 shows the frontier estimations based on each of the input reduction values for scenario one. It is easy to see that the frontier estimation for this test scenario is very good with all values.
Figure 5  Input reduction frontier estimation: scenario (see online version for colours)

Figure 6 shows a close-up of the central portion of the frontiers to show that at the lowest values of the changed variable, the frontier estimation does in fact change.

Figure 6  Input reduction frontier estimation close-up: scenario 1 (see online version for colours)

The importance of this information is that the PSO process, when utilising the MSA, provides an estimation of the Pareto frontier to the DM in a very short amount of time. This allows the DM to analyse and interact with the policies in order to determine the preferred solution policy.

6  PSO system

In order for a DM to interact with the PSO solution system, it is assumed that all pre-processing is completed on the model. This means that all of the model’s sampling data is accessible. The first step for the DM is to select whether to utilise the MDA or the MSA for policy development. The DMs next step is to select the outputs of interest. After these outputs of interest are selected, the DM must set the values for the indicator
function. This means that they must select whether each output of interest is to be
minimised or maximised by the solution approach being used.

The DM then must decide which piece of data they are interested in using for making
their decision. The two options provided in our test scenarios was an individual data point
at the end of the simulation run (last time interval) and area under the curve. We only
provided these two options because we believed it accurately represented how a DM
would be interested in making a decision in our test cases, but also represents that any
data type (individual point, area under curve, average across a time interval, etc.) could
be utilised.

The DM must select whether they are interested in generating a policy for a single set
of weights for the outputs of interest or if they are interested in estimating the entire
efficient frontier using multiple weight configurations. If they select an individual set of
weights, they must provide that set of weights for the mathematical model. If they select
the estimation of the entire frontier, they must select the number of weight configurations
for each output (i.e., four weight configurations per output would generate weights of $\epsilon$, 0.3333, 0.6666, and 1.0 for each output).

After the DM interaction with the system is completed, the mathematical model must
be solved using the weighted objectives formulation (and not the Tchebycheff approach)
with the ‘end-point’ weight configurations. An ‘end-point’ weight configuration is a
weight configuration where the only terms are one or $\epsilon$. This allows the system to
develop the unattainable goals that are required by the Tchebycheff formulation. Using
this method, the goals may be individually attainable, but collectively unattainable. We
use a factor of 1.1 to guarantee independently unattainable goals and guaranteed
collectively unattainable goals for our system.

If the goals were generated by the DM, it raises the chances that the goals would be
achievable. An achievable goal does not allow the math model to get the best possible
policy, just the one that gets closes to the goal set by the DM. While this may be of
interest to some DMs, we feel as though it would better suit a DM to have these goals be
unattainable.

The solution to each Tchebycheff problem (whether it is a single weight configuration
or full efficient frontier estimation) is a solution policy. These policy then needs to be
validated in order for the actual impact of that policy on the outputs of interest can be
identified.

A validated policy is defined in this system as a policy that has been evaluated by the
simulation model. Evaluation by the simulation model allows a DM to understand how
the system will react to a given solution policy. In order to validate one of the solution
policies that are generated by a mathematical model, we must exercise the simulation
model once with the given policy. Effects of the new policy on the system can be
evaluated by recording the output values that are produced when performing this
simulation run.

The preferred form of policy validation would be to include it as a starting point for a
local search method. If the policy is developed using the MDA then the number of inputs
included in the policy is too great for local search. This large policy size would require
many simulation runs for the local search method. If the policy is developed using the
MSA then the Nelder-Mead (NM) local search method is used for validation of policies.
This also generates new candidate solutions for the DMs consideration.
A NM search procedure is performed after the selected inputs are provided by the mathematical model. It is shown in the literature that in a linear or convex nonlinear system, NM local search will find the efficient frontier (Barton and Ivey, 1996; Nelder and Mead, 1965; Spendley et al., 1962). It has also been modified and used in the literature for simulation optimisation purposes in its modified form (Kuriger and Grant, 2011; Kuriger and Ravindran, 2005). In Kuriger and Grant (2011), a Lexicographic Nelder-Mead simulation optimisation (LNM-SO) approach is taken for the multiobjective simulation optimisation problem. Unfortunately, the LNM-SO approach requires DM interaction as well as a lot of exercising of the simulation model in order to generate an estimate of the efficient frontier.

7 Policy visualisation

Visualising results is a crucial aspect specifically for the second part of any MCDM process, aiding the DM in selecting their most preferred solution among the set of possible solutions.

Both mathematical model approaches produce solution policies. These solution policies can be stored in a database of potential policies from which the DM can select their most preferred. Assuming that there exists a large database of validated policies available for a specific model, it is important to provide a way for a DM to interact with all of these potential policies and aid them in not only selecting the most attractive policy for them, but also to explore other potential policy options.

Figure 7  MCDM results visualisation approach

Figure 7 shows an example of what our visualisation approach is for the MCDM results from the MSA and MDA. Box A in Figure 7 is where the output names are located. Our visualisation approach uses vertical slider bars. One slider bar exists for each output of interest selected by the DM during the PSO process. Box B is the ‘best’ value for each
output that is found in the database of validated policies. This value is the maximum value if the output of interest is supposed to be maximised and the minimum value for each output that is supposed to be minimised. These values are determined with a simple search of the policy database. Box C is the ‘worst’ value for each output from the database. This ‘worst’ value corresponds to the exact opposite value as what is determined to be in box A. This is to make it easier for the DM to visualise the improvement or deterioration of an output value as different policies are explored.

Our visualisation approach also uses horizontal slider bars for the weights associated with each output of interest. Similar to the vertical sliders, there is a single slider bar for each output of interest. Box D is a single weight slider associated to a single output of interest. The DM would slide these weight sliders into values that they think represent their preference trade-offs for the outputs. The system would then normalise these weights to one and search the database for the ‘optimal’ policy for those weights. This policy is selected based on using the Tchebycheff evaluation mentioned in the previous sections of this paper. Box E is the value from the database for the resulting optimal policy. Since we are simply applying a weighted objective function to each policy in the database, this computation is very fast, allowing for almost real time sliding of the weight bars with nearly instantaneous results.

One consideration is any ‘ties’ produced in the output evaluation. If a tie were to exist, there must be a method that allows the DM to view and potentially select each of the policies that are tied with the presented policy.

This initial approach, using DM selected weights in order to search the database, only shows non-dominated policies. Non-dominated policies, while mathematically preferred, may not be the most preferred solution for a DM. For example, one policy of interest may be the policy with minimal changes from the baseline of the original system. This visualisation approach can easily be extended to allow DM to further search the database of potential policies for a most preferred suboptimal solution policy.

Additional features that could be extended from this visualisation approach to aid the DM in selecting their most preferred policy include the presentation of the policy values near the results shown. Since a realistic policy created by the MSA has a small number of changed inputs, this could be completed by just listing the changed inputs.

The next step after the presentation of the policy values would be to allow for changes to those policies. This can be done in any capacity and once a new policy is established, there are several options. The first option would be to search the database for the ‘closest’ existing policy. This can be done with any measure of closeness that is desired.

Another option is used if the chosen policy is not a non-dominated policy. This option is to find any of the existing policies that dominate the newly chosen policy. It is likely that if a DM is selecting policies by hand, they will likely create dominated policies. It would be a simple evaluation of the existing database to determine which of the database policies dominates the new policy. If there are multiple policies that dominate the new policy, the method for showing tied policies would be used.

The next extension is to simulate this newly developed policy. This would be of interest to determine the exact system reaction to the changes the DM is interested in making. One advantage of this approach is that it allows the DM to add simulation runs to the database that they are interested in. While these runs may not end up as non-dominated, if they are selected by the DM, they are obviously potentially a preferred solution.
There are other features that would allow the DM to control what policies are shown. These features would also not guarantee a non-dominated solution for the overall PSO problem. The first feature would be the inclusion of forced minimum or maximum allowable threshold bars. There would be one bar for minimum and one bar for maximum for each output of interest. These bars could be set at any level and force any shown policy to meet the requirements. One possible result is that there could be no policies in the database that meet the requirements set by the DM.

The DM could also select to use % deviation boxes around the output values of the optimal policy. This would then search the database and determine if there are any policies that exist that produce output values within the % deviation boxes. This is of interest if the DM would like to see similar output values, but dislike the policy that creates those output values. Similarly to the above method using minimum and maximum bars, there could be no policies in the database (other than the currently shown policy) that meet the requirements.

The visualisation method shown in Figure 7 allows not only for the DM to visualise the changes in the output values in many dimensions, but could also allow the DM to modify the policy that creates the shown output values. This ability to modify the policy, create new policies in the database, and visualise the policy outputs aid the DM in selecting their truly preferred policy for the analysed system.

8 Results and conclusions

The difficulties associated with the MDA for solving the PSO problem are mentioned throughout this paper. The requirement for model decomposition and the inability to limit the number of inputs allowed in a solution policy without making it a nonlinear integer programming problem caused difficulties for testing this approach. Models that are large enough to test the limits of the MDA are proprietary and thus the results cannot be published in this paper. Therefore the analysis of the MSA shown below are using test data from a large-scale model, and the method comparison is shown using a small sample test model that does not truly test the limits of either approach in terms of solution capability.

The simulation model that is used as our sample model is based on a simulation model that is similar to the example model used in Tauer et al. (2010). This model is a version of the Lotka-Volterra system of multiple species and their interactions. It is based on the concepts located in Wangersky (1978) and Harrison (1979). Here, the model will be referred to as the population model. This model is similar to these models, but it is only based on the combination of concepts from both to build a larger simulation model.

As previously stated, the target application of this work is a large-scale simulation model that contains many controllable inputs. While results from testing on actual large-scale models of this size are proprietary, we present a sample model and results associated with that sample model to show the effectiveness of finding a set of good policies for a DMs consideration. It is recognised that this is a relatively small simulation model to be performing these analysis on, but the results showing effectiveness of the solution techniques are shown. Our objective is to minimise computation time required to generate good policy sets as well as reasonable policy sets for a DMs consideration. A
reasonable policy set is a policy set that is implementable by a DM (not too many inputs to manoeuvre in order to utilise).

This version of the population model contains 20 populations. Ten of these populations are predatory in nature, while the remaining ten are considered prey for these predatory populations. The population of the prey populations grow at each time interval and do not die from natural causes. Each predatory population decreases at each time interval and they do not reproduce on their own. Predatory populations interact with prey populations by consuming them. When this occurs, the population of the prey decreases and the predator population increases. All predators prefer to eat a single associated prey, but will however consume any prey with varied levels of success. This leads to two controllable inputs for each prey population and seven controllable inputs for each predator population. Twenty total populations means that there are 90 controllable inputs in the system. Ten of these inputs are unconnected, to insure that inputs are not selected to be in a policy unless they actually benefit the system.

Since the MDA requires that the simulation model be decomposed, we have modelled this system using a SDF simulation approach. This type of simulation modelling lends itself to decomposition and sampling as needed in order to use the MDA. In total, there are 350 nodes in the decomposed simulation model.

Each population within the model is represented by a series of actors with computations to determine the effects on each population throughout the period of one iteration. Each iteration in the sample model represents one day of interaction between the populations. For our example problems, every simulation run is associated with 5000 days. This is equivalent to a run time of about ten seconds per iteration. Ten seconds per iteration and 90 controllable inputs would require 290 simulation runs for a full factorial experimental design. This would take approximately $1.43 \times 10^{23}$ days to complete. So even for such a small simulation model, the full factorial design would take a very long time to complete.

We developed two example problems from this simulation model. The first example problem is the maximisation of two populations, one from each category. The second example problem is the maximisation of three populations, adding a second population from the prey category. These three populations were hand chosen because they corresponded to the most nonlinear nodes in the decomposition procedure.

All test cases and solutions for analysis were coded using Java and a Java wrapper of GLPK, version 4.47. They were solved on a computer using an Intel Xeon W3530 Quad-Core 2.8GHz CPU with 8 GB of RAM.

Since this simulation model is a model of an ecosystem, it is important for the system to remain stable. Stability in this system is defined as ensuring that all population values remain above zero during model sampling for both the MDA and MSA. To insure that this occurred, we set the model sampling percentage to 10%. This means that for the random balance simulation runs for the MDA node sampling and for the model sampling input manipulation, each input’s high value was 5% above it is default value, and it is low value was 5% below it is default value. This proved to be the largest percentage of input movement that did not cause any population values to reach zero.

Example problem one was solved with 11 weight configurations. This leads to 11 solutions to consider. Example problem two was solved with four weight configurations. This leads to ten solutions to consider.
In the decomposition phase there were 350 nodes in the decomposed model. Ninety of these nodes are input nodes, which leaves 260 nodes to go through the regression procedure. In our sample model decomposition, we used a 0.975 threshold for the $R^2$ value. Using this threshold, 249 nodes were estimated by the linear regression equation, while 11 nodes went through the separable quadratic regression and into the quadratic with pairwise interaction regression equation. So in total, 90 nodes were input nodes, 249 nodes were linear, and 11 nodes were nonlinear.

The largest drawback of the MDA mathematical model is that it does not have a built-in method of limiting the number of inputs that it selects to be in the solution policy. Since our sample problems deal with a 20 population ecosystem, we added extra constraints to the mathematical model to insure that the mathematical model does not purposely eliminate any population from the ecosystem with the solution policies that it produces. This serves two purposes. First, to try and create solution policies that do not eliminate any populations in the ecosystem, but also to try and limit the number of inputs selected in a solution policy.

In the MDA mathematical model for the two example problems, there are two continuous variables and two constraints for each node in the decomposed simulation model. Therefore for the MDA mathematical model, there are 700 variables and 700 constraints. We also add the 20 constraints for the population values described above. Therefore, there are 720 constraints in the model with the extra 20 being the prevention of any population from reaching zero. After decomposition of these nodes, 11 of the 720 constraints are nonlinear.

In the MSA mathematical model, the number of variables and constraints are based on the number of controllable inputs in the system as well as the number of outputs of interest in the model. Table 5 shows the number of binary variables and constraints in the MSA mathematical model from each one of the sample problems.

Table 6 compares the solution times associated with each example problem for both the MDA and MSA mathematical models.

Table 7 shows the average number of inputs selected to be in a solution policy for each of the example problems. It is already known that the MDA does not consider the number of inputs that changed from their default values. It can be seen from Table 7 that the parameter $N$ in the MSA mathematical model allows for the guarantee that a solution policy will be of a manageable size. When we tested the MDA model and left the extra 20 specialty constraints out of the formulation, the average policy size went up to 58.7 and 74.9 and created an unstable system.

| Example problem | Inputs $|I|$ | Outputs $|J|$ | Binary vars. $3|I|$ | Constraints $|I| + 2|J| + 2|I||J| + 2 |
|-----------------|---------|---------|-----------------|------------------|
| 1               | 90      | 2       | 270             | 278              |
| 2               | 90      | 3       | 270             | 281              |

<table>
<thead>
<tr>
<th>Example problem</th>
<th>Avg. MDA sol. time</th>
<th>Avg. MSA sol. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3054</td>
<td>0.4032</td>
</tr>
<tr>
<td>2</td>
<td>0.3278</td>
<td>0.4154</td>
</tr>
</tbody>
</table>
The most important result of the analysis performed on the sample model using both solution approaches is that the MDA created unstable policies. The unstable policies were a direct result of selecting too many inputs to modify in the system.

The MSA created solution policies in nearly as short amount of time and allowed the system to remain stable with all solution policies. While these policies were not as lucrative as the MDA policies for the system when only considering the outputs of interest, the large policy size created unacceptable unintended consequences.

After analysing the solution times and policy sizes associated with each of the solutions, the next consideration is the validation of policies. The only method of policy validation for the MDA is using a single run of the simulation model using the solution policy. There are two types of validation possible for the MSA. The first type is the single simulation run approach used by the MDA and the second is the use of the solution policy as a starting point for NM local search.

Tables 8 and 9 show the output values for the validated policies for each example problem. Table 8 shows the output values for the validated policies for the MDA, MSA, and NM local search using the MSA as a starting point. These values are for the first example problem. It can be seen in Table 8 that the values produced for the outputs of interest are greater for the MDA than for either of the other two methods. It is important to note however, that all of the policies created by the MDA created an unstable system and caused some unweighted populations to reach a value of zero. This is a result of the large number of inputs being altered in the solution policy. These unintended consequences of these policies make them unattractive to a DM.

**Table 8** Method comparison: output values: problem one

<table>
<thead>
<tr>
<th>Weight config.</th>
<th>MDA</th>
<th>MSA</th>
<th>MSA → NM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predator2</td>
<td>Prey6</td>
<td>Predator2</td>
</tr>
<tr>
<td>[1.0, ε]</td>
<td>1.5501</td>
<td>1.2455</td>
<td>1.3303</td>
</tr>
<tr>
<td>[0.9, 0.1]</td>
<td>1.3211</td>
<td>1.9156</td>
<td>1.1945</td>
</tr>
<tr>
<td>[0.8, 0.2]</td>
<td>1.3202</td>
<td>2.0155</td>
<td>1.1965</td>
</tr>
<tr>
<td>[0.7, 0.3]</td>
<td>1.3105</td>
<td>2.098</td>
<td>1.1985</td>
</tr>
<tr>
<td>[0.6, 0.4]</td>
<td>1.3308</td>
<td>2.1854</td>
<td>1.1855</td>
</tr>
<tr>
<td>[0.5, 0.5]</td>
<td>1.3052</td>
<td>2.2986</td>
<td>1.1725</td>
</tr>
<tr>
<td>[0.4, 0.6]</td>
<td>1.2877</td>
<td>2.4512</td>
<td>1.1723</td>
</tr>
<tr>
<td>[0.3, 0.7]</td>
<td>1.2988</td>
<td>2.6277</td>
<td>1.1711</td>
</tr>
<tr>
<td>[0.2, 0.8]</td>
<td>1.2744</td>
<td>2.7155</td>
<td>1.1704</td>
</tr>
<tr>
<td>[0.1, 0.9]</td>
<td>1.1145</td>
<td>2.7122</td>
<td>1.0874</td>
</tr>
<tr>
<td>[ε, 1.0]</td>
<td>1.0195</td>
<td>3.0199</td>
<td>1.0292</td>
</tr>
<tr>
<td>Weight config</td>
<td>MDA</td>
<td>MSA</td>
<td>MSA → NM</td>
</tr>
<tr>
<td>---------------</td>
<td>-----</td>
<td>-----</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td>MDA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pred2</td>
<td>Prey6</td>
<td>Predator6</td>
</tr>
<tr>
<td>[1.0, ε, ε]</td>
<td>1.5501</td>
<td>1.2455</td>
<td>2.0112</td>
</tr>
<tr>
<td>[0.66, 0.33, ε]</td>
<td>1.3308</td>
<td>2.1854</td>
<td>2.0785</td>
</tr>
<tr>
<td>[0.66, ε, 0.33]</td>
<td>1.3101</td>
<td>2.0977</td>
<td>2.0998</td>
</tr>
<tr>
<td>[0.33, 0.66, ε]</td>
<td>1.2988</td>
<td>2.6277</td>
<td>2.1145</td>
</tr>
<tr>
<td>[0.33, 0.33, 0.33]</td>
<td>1.2101</td>
<td>2.3211</td>
<td>2.1343</td>
</tr>
<tr>
<td>[0.33, ε, 0.66]</td>
<td>1.2465</td>
<td>2.1198</td>
<td>2.7845</td>
</tr>
<tr>
<td>[ε, 1.0, ε]</td>
<td>1.0195</td>
<td>3.0199</td>
<td>2.1197</td>
</tr>
<tr>
<td>[ε, 0.66, 0.33]</td>
<td>1.0355</td>
<td>2.6511</td>
<td>2.2356</td>
</tr>
<tr>
<td>[ε, 0.33, 0.66]</td>
<td>1.0498</td>
<td>2.4785</td>
<td>3.1113</td>
</tr>
<tr>
<td>[ε, ε, 1.0]</td>
<td>1.1412</td>
<td>1.7588</td>
<td>3.541</td>
</tr>
</tbody>
</table>
Table 9 shows the output values for the validated policies for the three methods on the second example problem. The same results can be seen in Table 9 as were discussed above for the first example problem in Table 8.

It is worth noting that in each of Tables 8 and 9 there are examples of an output value increasing as the weight on that output decreases. This is a result of the mathematical models not estimating the outcome of the simulation model properly. This was expected since the mathematical model is just used to generate policies for a DM to select their most preferred policy.

If the system were more nonlinear, however, the MDA can produce solution policies that are not at the extreme points of the input space. There are two approaches to solving this issue. The first approach is the use of local search using the MSA solution policy as the input. The results above show that for our two example problems, the NM search found the optimal policy to be very close to the extreme points used by the MSA.

The second approach would be to utilise the features of both approaches for a combined PSO solution framework. Assume a model was large enough and nonlinear enough to require the input selection abilities of the MSA, and the input value selection abilities of the MDA. In this model, it would be possible to use the MSA to select the inputs associated with the solution policy, and then to use the reduced MDA mathematical model to only allow those selected inputs values to change from their default in the overall, final solution policy.
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