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Abstract: This paper addresses the single machine scheduling problems with 
simultaneous consideration of rejection and piece-rate maintenance. Each job is 
either accepted to be processed on the machine, or rejected in which case a 
rejection penalty will be incurred. The piece-rate maintenance refers that the 
machine performs maintenance activity every time it completes a given number 
of jobs. The objective is to minimise the sum of weighted completion times, 
rejection costs and maintenance costs. Our contribution is threefold. First, the 
general case of the considered problem is proved to be NP-hard, and an 
approximate algorithm is developed to solve the problem. Second, for the case 
with agreeable condition that jobs with smaller processing times are weighted 
more, a pseudo-polynomial algorithm is developed to establish that the problem 
is NP-hard only in the ordinary sense. This pseudo-polynomial algorithm is 
further converted into a fully polynomial time approximation scheme (FPTAS). 
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In the third, two special cases, in which one with all equal weights and the 
other one with all equal processing times, are proved to be solved in 
polynomial time. 

Keywords: scheduling; rejection; maintenance; agreeable condition; fully 
polynomial time approximation scheme; FPTAS. 
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1 Introduction 

In order to maximise profits, lean philosophy is widely adopted in manufacturing 
enterprises. One of the important areas of lean philosophy application in manufacturing 
enterprises is the production scheduling in workshop. In the real manufacturing process, 
if production scheduling, maintenance planning and product quality control are 
interdependent and making these decisions independently, it may lead to suboptimal 
solutions (Hadidi et al., 2011). In order to make workshop operation lean, production 
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scheduling, maintenance planning, quality control and other operation strategies should 
be synchronised with each other (Kumar and Lad, 2017). 

Among the scheduling research in this field, order rejection and machine maintenance 
have become two hot issues that have been widely concerned by many scholars. The 
research works associated with two above issues can be classified into three categories, 
viz., scheduling with job rejection, scheduling with machine maintenance and scheduling 
with the integrated consideration of machine maintenance and job rejection. 

Scheduling problems with rejection have been paid a great deal of attention by 
researchers over the last decade (Shabtay et al., 2013). In highly loaded make-to-order 
manufacture systems, rejecting the processing of some jobs by either outsourcing them or 
just rejecting them may reduce the inventory and tardiness costs at the price of 
outsourcing cost or the loss in income and customer goodwill. A high level decision of 
splitting the jobs into accepted and rejected parts should be made prior to the scheduling 
decision (Wang et al., 2016). Bartal et al. (2000) was one of pioneers considering 
scheduling problems with job rejection, and studied the problem of minimising the sum 
of makespan and rejection penalty on identical parallel machines. Some other studies on 
scheduling with rejection concerning the makespan criterion include Lu et al. (2009), 
Zhang et al. (2010), Qi (2011) and Ou et al. (2015). For the criterion associated with the 
sum of completion times, Engels et al. (2003) presented a fully polynomial time 
approximation scheme (FPTAS) for the single machine scheduling problem to minimise 
the sum of weighted completion times and rejection costs. Some related works 
concerning the sum of completion times include Zhang et al. (2010) and Shabtay (2014). 
Several studies on scheduling with rejection concerned the tardiness criterion (Thevenin 
et al., 2015; Kannan et al., 2018; Somasundaram and Benjanarasuth, 2019). Several other 
studies considered the integrated criterions of the due-date assignment and other 
scheduling objectives (Steiner and Zhang, 2011; Selvarajah and Zhang, 2014; Yin et al., 
2015; Mohamed et al., 2018a; Xu and Xu, 2018; Kong et al., 2019). 

For the scheduling problems with machine maintenance, the interrelated approaches 
are adopted in many researches. The machine maintenance activities are operated 
regularly to keep production effectiveness and efficiency in the actual manufacturing 
process. Due to its practical importance, scheduling with availability constraints attracted 
lots of attentions from the community in the last two decades (Cheng and Wang, 1999; 
Gawiejnowicz, 2007; Xu et al., 2008, 2009, 2015). A piece-rate maintenance activity, 
first introduced to scheduling by Yu et al. (2013), Can keep the production efficiency 
under the piecework production workshop. Xue et al. (2014) extended the problem 
setting of Yu et al. (2013) by adding the investigation of interval constrained  
position-dependent processing times, and proposed the optimal polynomial algorithm to 
solve the considered problem. Recent developments associated with maintenance 
activities include those studied by Yin et al. (2016, 2017, 2018), Cui and Lu (2017), Guo 
et al. (2017), Li et al. (2020), Liu et al. (2018), Mohamed et al. (2018b), Omar and Shaik 
(2019) and Pati and Negi (2019). 

It is natural and interesting to investigate scheduling problems with the integrated 
consideration of job rejection and machine maintenance. Zhang and Luo (2013) 
considered such problems on parallel machines with a certain time interval reserved for 
other usages on one of the machines. An FPTAS was presented to minimise the sum of 
makespan and rejection cost for the two-identical-machine case. Zhong et al. (2014) 
extended the work of Zhang and Luo (2013) to a more general situation that there are 
multiple time intervals prevented from processing jobs. Similarly, an FPTAS together 
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with some approximation properties were presented in the paper. Wang et al. (2016) 
investigated the single-machine scheduling problems with simultaneous consideration of 
job rejection, controllable processing times and rate-modifying activity, and aimed to find 
the trade-off between two criteria associated with total completion time and the rejection 
cost. Kumar and Lad (2017) proposed a simulation-based optimisation approach to solve 
the parallel-machine scheduling problem with the integrated consideration of 
maintenance planning and the effect of cost of rejection. The considered objective is to 
minimised the overall operations cost associated with due-date assignment, maintenance 
cost and rejection cost. Wang et al. (2018) considered a rescheduling problem with the 
unavailable constraint and rejection cost on the parallel-machine setting. 

It can be seen from the above literature review that scheduling problems with the 
integrated consideration of maintenance and rejection are becoming an important area of 
scheduling research. However, the current literatures in this field have not included the 
integrated investigation of job rejection and piece-rate maintenance. Further, to the best 
of our knowledge no attempt is made to investigate the criterion related with the total 
weighted completion time under the integrated investigation of machine maintenance and 
job rejection. In order to address the above gaps, this paper aims to investigate  
single-machine scheduling problems with job rejection and piece-rate maintenance, and 
aims to minimise the sum of weighted completion times, rejection penalties and 
maintenance cost. 

To motivate our considered scheduling problem, consider a practical example related 
to the manufacturing of glass products. In this context, the production process of each 
product should be non-preemptive in order to prevent the glass melting liquid from 
solidifying into waste product. Because each glass manufacturing enterprise has its own 
capacity constraint, the enterprise does not always process all the jobs. However, 
rejecting the processing of some jobs may reduce the inventory and tardiness costs at the 
price of outsourcing cost or the loss in income and customer goodwill. Since the glass 
melting liquid is easy to adhere to the machine and waste usually occurs during the 
process of pouring and blowing, the machine needs to be cleaned and maintained every 
time a certain number of glass products are completed. Due to the temperature sensitivity 
and fragility of glass products, the cost of inventory and disposal of glass products has 
become an important part of total operation cost in the production process. This situation 
can be modelled as our problem of scheduling with job rejection and piece-rate 
maintenance of minimising the sum of weighted completion times, rejection and 
maintenance costs. 

The rest of the paper is organised as follows. In Section 2, the considered problems 
are formulated. In Section 3, the dynamic programming approximation algorithm for the 
first problem is discussed, and then both pseudo-polynomial algorithm and FPTAS are 
developed to solve the second problem. Section 4 studies the third and fourth problems, 
where all jobs have either equal weights or equal processing times. In Section 5, we 
conclude the paper and suggest several future research topics. 

2 Problem formulation 

The considered single-machine scheduling problems with job rejection and piece-rate 
maintenance can be stated as follows. There is a set of n independent jobs J = {J1, J2, …, 
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Jn} to be scheduled on a single machine. All the jobs are available at time zero, and job 
preemption is not allowed during job processing on the machine. Let pj, ej and wj be the 
processing time, rejection cost and weight of job Jj, respectively. In order to maintain 
processing efficiency, a piece-rate maintenance activity is executed on the machine every 
B jobs processed. The machine is ready for processing jobs at time zero. Let s be the time 
length of each maintenance activity. The cost of carrying out a maintenance activity is q. 
Without losing generality, this paper assumes that all the above parameters are  
non-negative integers. 

For the scheduled job sequence σ, let S(σ) and ( )S σ  be the set of processed and 
rejected jobs, respectively. It is obvious that ( ) ( )=S Sσ σ∩ ∅  and ( ) ( )= .S S Jσ σ∪  For 
job J ∈ S(σ), let Cj(σ) be the completion time of σ. For simplicity, S, S  and Cj are used 
when the referred schedule σ is clear to the readers. Thus, the total cost of σ can be 
denoted by 

,j j j
S S

TC w C e bq= + +   (1) 

where b denotes the number of maintenance activities. It can be calculated by 
1,b S B=   −   where S is the number of processed jobs. 

In this paper, we consider four different optimisation problems that can arise for each 
problem setting and constraints. 

• The first one, denoted by P1, is based on the setting of piece-rate maintenance. Using 
the three-field notation scheme α β γ introduced by Graham et al. (1979), the 
problem can also be denoted as 1 ,j j j

S S

PRM w C e bq+ +   where PRM stands 

for piece-rate maintenance. 

• The second one, denoted by P2, is based on the setting of piece-rate maintenance and 
the agreeable constraint that the weights and processing times are agreeable, i.e., for 
any two jobs Ji and Jj, i i j jp w p w≤  implies wi ≥ wj. Based on the three-field 
notation scheme α β γ, P2 can also be denoted as 
1 , ,j j j

S S

PRM AWP w C e bq+ +   where AWP denotes the agreeable constraint of 

weights and processing times. 

• The third one, denoted by P3, is based on the setting of piece-rate maintenance and 
the constraint that all the weights are equal, i.e., wj = w for j = 1, 2, …, n. Following 
the three-field notation scheme, α β γ this problem can also be denoted by 
1 | , | .j j j

S S

PRM w w w C e bq= + +   

• The fourth one, denoted by P4, is based on the setting of piece-rate maintenance and 
the constraint that all the processing times of jobs are equal, i.e., pj = p for j = 1, 2, 
…, n. Based on the three-field notation scheme α β γ, we refer to this problem as 
1 | , | .j j j j

S S

PRM p p w C e bq= + +   
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3 Analysis of the P1-P2 problems 

In this section, we focus on the P1-P2 problems. In what follows, this paper first analyses 
the computational complexity and the solving algorithm for the P1 problem, followed by 
developing a pseudo-polynomial algorithm for the P2 problem, and then convert the 
pseudo-polynomial algorithm into an FPTAS for the P2 problem. 

3.1 Analysis of the P1 problem 

This subsection aims to explore the Np-hard analysis and the solving algorithm for the 
1 j j j

S S

PRM w C e bq+ +   problem. 

Theorem 1: The 1 j j j
S S

PRM w C e bq+ +   problem is NP-hard. 

Proof: The single-machine scheduling problem to minimize the total weighted 
completion times with rejection 1

j j

j j j
J S J S

w C e
∈ ∈

+   was proved to be NP-hard in 

Engels et al. (2003). In the proof, the instance I (where job Ji has pj = wj = aj, 
2 2j j je Aa a= +  and 

1

=1 2
n

j
j

A a
=
 ) was reduced to a Partitioning problem (where n 

items were required to be divided into two sets with equal sizes 
1

=1 2
n

j
j

A a
=
  and aj is 

the size of item j, where j = 1, 2, …, n). Since the 1
j j

j j j
J S J S

w C e
∈ ∈

+   problem is a 

special case of the 1 j j j
S S

PRM w C e bq+ +   problem when s = 0 and q = 0, it can be 

seen that instance Ⅰ is also an instance of the 1 j j j
S S

PRM w C e bq+ +   problem. 

Since the Partitioning problem is a classic NP hard problem, it can be obtained that 
1 j j j

S S

PRM w C e bq+ +   is also a NP hard problem.  

In (1), TC is the summation of machine-time cost j j
S

PC w C bq= +  and rejection cost 

,j
S

RC e=  Let Si be the set including the jobs scheduled between the (i – 1)th and the 

ith maintenance activities, where i = 1, 2, …, b + 1. In order to keep the consistence, two 
dummy activities (0th and (b + 1)th maintenance) are introduced. Thus, we have S = S1 ∪ 
S2 ∪… ∪ Sb. 

For the scheduled job sequence in set Si(i = 1, 2, …, b + 1), it is obvious that no 
maintenance activities and rejection penalties are adopted in this partial job schedule, 
then minimising TC is equivalent with minimising 

Si

j jw C  if the other parts of schedule 
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keep unchanged. Then, it is easy to obtain the following proposition by the standard 
interexchange method. 

Proposition 1: Between two adjacent maintenance activities, any schedule with two 
adjacent jobs Ji and Jj don’t satisfy i i j jp w p w≤  can be enhanced by inter-exchanging 
two jobs Ji and Jj. 

For the case that a piece-rate maintenance activity is inserted into two adjacent jobs Ji and 
Jj, we can obtain the following proposition by the interchange operation of Ji and Jj. 

Proposition 2: If a maintenance activity with the time length s is inserted between two 
adjacent jobs Ji and Jj, any schedule with two adjacent jobs Ji and Jj don’t satisfy 
( +s) ( +s)i i j jp w p w≤  can be enhanced by inter-exchanging two jobs Ji and Jj. 

Based on Proposition 1 and Proposition 2, a dynamic programming algorithm is 
developed to find an excellent feasible solution for the 1 j j j

S S

PRM w C e bq+ +   

problem by making either processing or rejecting decision on jobs one-by-one. Based on 
Proposition 1, we index all the jobs in the weighted shortest processing time first (WSPT) 
order such as 2 21 1 .n np w p w p w≤ ≤ ≤  Let (j, k, t, v) be the state representative 
denoting a partial schedule on the first j jobs, where t, k and v are the completion time of 
the last processed job, the number of processed jobs after the last maintenance activity 
and the total cost of (j, k, t, v), respectively. 

If j = n, (n, t, k, v) denotes a full schedule and also a feasible solution to the 
1 j j j

S S

PRM w C e bq+ +   problem. For j < n, the next unscheduled job Jj+1 can be 

scheduled in one of the following four cases. 

Case 1 Job Jj+1 is rejected. State ( )1, , , 'j t k v+  is generated, where 1' .jv v e += +  

Case 2 If k < B, job Jj+1 is processed. State 1( 1, , 1, ')jj t p k v++ + +  is generated, where 

1 1' ( ).j jv v w p t+ += + +  

Case 3 If k = B, job Jj+1 is processed with a maintenance activity prior to it. State 
1( 1, ,1, ')jj t s p v++ + +  is generated, where 1 1' ( ) .j jv v w p s t q+ += + + + +  

Case 4 If k = B, process job j + 1 in the current B position and process job j in the first 
position after maintenance. State 1( 1, ,1, ')jj t p s v++ + +  is generated, where 

1 1( )+ ( ) .j j j j jv v w p p w t p s q+ +′ = + − + + + +  

In order to developing an efficient dynamic programming algorithm, the following  
easy-to-prove lemma is presented first. 

Lemma 1: Consider two states (j, t, k, v) and ( ', ', ', ')j t k v  with 0 ' ,j j n< = <  ',k k=  
',v v=  and '.t t<  As any later schedules generated from ( ', ', ', ')j t k v  cannot be 

advantage to the corresponding schedules generated from (j, k, t, v), eliminating state 
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( ', ', ', ')j t k v  won’t lead to any non-optimal solutions to the 

1 j j j
S S

PRM w C e bq+ +   problem. 

The following dynamic programming algorithm starts from an empty state 
(0)(0,0,0,0) ∈S  (where no job has been processed or rejected yet); generates states 
( )( , , , ) jj t k v ∈S  by processing (or rejecting) jobs one-by-one; and finds the optimal 

schedule by selecting the state (n, t, k, v) with the smallest v value over all states in ( ) .nS  
Consider the schedule with all jobs rejected, which has the total cost .j

J

e  The total 

cost j
J

e  can be adopted as the upper bound of the optimal solution value. Thus, the 

following algorithm will automatically delete any state (j, t, k, v) with ,j
J

v e>  i.e., 

condition j
J

v e′ ≤  is added into the above three cases. 

Algorithm A1 

[Initialisation] List all the { }(0) (0,0,0,0)=S  and ( )j = ∅S  for all j = 1, 2, ···, n. 

[StateGeneration] For j = 0, ···, n + 1, set =∅T  and for each ( )( , , , ) jj t k v ∈S  do: 

• If 1j j
J

v v e e+′ = + ≤ and reject job j + 1, then generate ( 1, , , ')j t k v+  and set 

{ }= ( 1, , , ') .j t k v∪ +T T  

• If k < B and 1 1( ) ,j j j
J

v v w t p e+ +′ = + + ≤  process job j + 1, then generate 

1( 1, , 1, ')jj t p k v++ + +  and set { }1= ( 1, , 1, ') .jj t p k v+∪ + + +T T  /* Proposition 1. 

• If k = B, 1 1( )j j j
J

v v w t p s q e+ +′ = + + + + ≤  and 1 1( +s) ( +s) ,j j j jp w p w+ +≤  

process job j + 1 in the first position after maintenance, then generate 
1( 1, ,1, ')jj t p s v++ + +  and set { }1= ( 1, ,1, ')jj t p s v+∪ + + +T T  in case that 

1 1( +s) ( +s) .j j j jp w p w+ +≤  /* Proposition 2. 

• If k = B, 1 1( )+ ( )j j j j j j
J

v v w p p w t p s q e+ +′ = + − + + + + ≤  and 

1 1( +s) ( +s) ,j j j jp w p w+ +>  process job j + 1 in the current B position and process 
job j in the first position after maintenance, then generate 1( 1, ,1, ')jj t p s v++ + +  and 

set { }1= ( 1, ,1, ')jj t p s v+∪ + + +T T  in case that 1 1( +s) ( +s) .j j j jp w p w+ +≤  /* 
Proposition 2. 
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[StateElimination] If j < n, for any two states (j, t, k, v) and ( ', ', ', ')j t k v  with ',j j=  
',k k=  ',v v=  and ',t t<  eliminate state ( ', ', ', ')j t k v  from ,T  and then set 

( 1)j+ =S T  after conducting all possible eliminations. Otherwise, set ( ) .n =S T  /* 
Lemma 1. 

[Optimisation] If ( ) ,n ≠ ∅S  find the state (n, t, k, v) with the smallest v value over all 
states in ( ) .nS  Set the v as the optimal solution value and trace back to obtain the 
corresponding schedule (S, S  and the job sequence in S). 

Remark 1: Both Proposition 1 and Proposition 2 do not include the position change of 
jobs from different intervals between maintenance, so that they cannot guarantee the 
optimal scheduling of all scheduled jobs. Since Algorithm 1 is a dynamic programming 
algorithm based on property 1 and property 2, it cannot guarantee the optimal scheduling 
of all the jobs (i.e., scheduled jobs and rejected jobs), but obtain a good feasible solution. 
The optimal algorithm and the performance bound analysis of Algorithm 1 are still open 
problems. 

3.2 Pseudo-polynomial algorithm for the P2 problem 

In this subsection, the Pseudo-polynomial algorithm for the 
1 , j j j

S S

PRM AWP w C e bq+ +   problem will be considered. 

Theorem 2: The 1 , j j j
S S

PRM AWP w C e bq+ +   problem is NP-hard. 

Proof: Similar with the NP-hard analysis for the 1 j j j
S S

PRM w C e bq+ +   problem, 

the instance I (where job Ji has pj = wj = aj, 2 2j j je Aa a= +  and 
1

=1 2
n

j
j

A a
=
 ) in 

Engels et al. (2003) implies that =1i i j jp w p w=
 

which is clearly satisfies AWP 
condition ( i i j jp w p w≤  implies wi ≥ wj). This shows that instance Ⅰ is also an instance 

of the 1 , j j j
S S

PRM AWP w C e bq+ +   problem. The instance I (where job Ji has  

pj = wj = aj, 2 2j j je Aa a= +  and 
1

=1 2
n

j
j

A a
=
 ) can be reduced to the Partitioning 

problem which is a classic NP hard problem (Engels et al. 2003). Hence, it can be 
obtained that 1 j j j

S S

PRM w C e bq+ +   is also a NP hard problem.  

Let jC  be the completion time of job Jj ∈ S when all the maintenance times are removed 
from the schedule. As each maintenance activity requires a machine time s, the machine-
time cost can be decomposed into three portions such as 
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1,2, , 1

( 1) .
j j i

jj j
J S i b J S

PC w C i s w bq
∈ = + ∈

= + − +  


 (2) 

The following two propositions regarding sequencing decision in the processed job set S 
are easy to prove by the standard interexchange method. 

Proposition 3: For jobs in the processed job set S, the optimal sequencing with respect to 
the first portion 

j

jj
J S

w C
∈
  in (2) is the WSPT order such that jobs with smaller j jp w  

are processed earlier. 

Proposition 4: For jobs in the processed job set S, the optimal sequencing with respect to 
the second portion 

1,2, , 1

( 1)
j i

j
i b J S

i s w
= + ∈

− 


 in (2) is the GW (greatest weights) order such 

that jobs with greater wj are processed earlier. 

Based on Propositions 3 and 4, we can obtain the following proposition. 

Proposition 5: For the 1 , j j j
S S

PRM AWP w C e bq+ +   problem, the jobs in 

processed job set S can be optimally scheduled in WSPT (or GW) order. 

Proof: Based on the agreeable condition of weights and processing times, i.e., for any 
two jobs Ji and Jj, i i j jp w p w≤  implies wi ≥ wj, the WSPT order is equivalent to the 
GW order. Since b and q denotes the number of maintenance activities and the cost of 
each maintenance activity, bq is obviously a constant when the set S is given. Based on 
Propositions 3 and 4, the total scheduled value of jobs in S, i.e., 

1,2, , 1

( 1) + ,
j j i

jj j
J S i b J S

w C i s w bq
∈ = + ∈

+ −  


 can be minimised by sequencing jobs in WSPT 

(or GW) order.  

This proposition indicates that a dynamic programming algorithm, which starts from an 
initial job sequence with n jobs in their WSPT (or GW) order, can eventually find an 
optimal schedule by making either processing or rejecting decision on jobs one-by-one. 
In the following, let the jobs be indexed in their WSPT (or GW) order such as 

2 21 1 n np w p w p w≤ ≤ ≤  (or w1 ≥ w2 ≥ ··· ≥ wn). In the case of j = n, (n, t, k, v) 
denotes a full schedule and also a feasible solution to the 
1 , j j j

S S

PRM AWP w C e bq+ +   problem. For j < n, the next unscheduled job Jj+1 can 

be scheduled in one of the following three ways. 

Case 1 Job Jj+1 is rejected. State ( 1, , , ')j t k v+  is generated, where 1' .jv v e += +  

Case 2 If k = B, job Jj+1 is processed with a maintenance activity prior to it. State 
1( 1, ,1, ')jj t s p v++ + +  is generated, where 1 1' ( ) .j jv v w p s t q+ += + + + +  

Case 3 If k < B, job Jj+1 is processed. State 1( 1, , 1, ')jj t p k v++ + +  is generated, where 

1 1' ( ).j jv v w p t+ += + +  
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In order to developing an efficient dynamic programming algorithm, the following  
easy-to-prove lemma is presented first. 

Lemma 3: Consider two states (j, t, k, v) and ( ', ', ', ')j t k v  with 0 ' ,j j n< = <  ',k k=  
',v v=  and '.t t<  As any later schedules generated from ( ', ', ', ')j t k v  cannot be 

advantage to the corresponding schedules generated from (j, t, k, v), eliminating state 
( ', ', ', ')j t k v  won’t lead to any non-optimal solutions to the 

1 , j j j
S S

PRM AWP w C e bq+ +   problem. 

The following dynamic programming algorithm firstly starts from an empty state 
(0)(0,0,0,0) ∈S  where no job has been processed or rejected yet. In the following, we 

generate states ( )( , , , ) jj t k v ∈S  by processing (or rejecting) jobs one-by-one, and find 
the optimal schedule by selecting the state (n, t, k, v) with the smallest v value over all 
states in ( ) .nS  Consider the schedule with all jobs rejected, which has the total cost 

.j
J

e  In the following proposed algorithm, j
J

e  is adopted as the upper bound of the 

optimal solution value. Thus, the following algorithm will automatically delete any state 
(j, t, k, v) with ,j

J

v e>  i.e., condition j
J

v e′ ≤  is added into the above three cases. 

Algorithm A2 

[Initialisation] Set { }(0) (0,0,0,0)=S  and ( )j = ∅S  for all j = 1, 2, …, n. 

[StateGeneration] For j = 0, …, n – 1, set =∅T  and for each ( )( , , , ) jj t k v ∈S  do: 

• If 1 ,j j
J

v v e e+′ = + ≤  then generate ( 1, , , ')j t k v+  and set 

{ }= ( 1, , , ') .j t k v∪ +T T  /* Case 1. 

• If k = B and 1 1( ) ,j j j
J

v v w t p s q e+ +′ = + + + + ≤  then generate 

1( 1, ,1, ')jj t p s v++ + +  and set { }1= ( 1, ,1, ') .jj t p s v+∪ + + +T T  /* Case 2. 

• If k < B and 1 1( ) ,j j j
J

v v w t p e+ +′ = + + ≤  then generate 1( 1, , 1, ')jj t p k v++ + +  

and set { }1= ( 1, , 1, ') .jj t p k v+∪ + + +T T  /* Case 3. 

[StateElimination] If j < n, for any two states (j, t, k, v) and ( ', ', ', ')j t k v  with ',j j=  
',k k=  ',v v=  and ',t t<  eliminate state ( ', ', ', ')j t k v  from ,T  and then set 

( 1)j+ =S T  after conducting all possible eliminations. Otherwise, set ( ) .n =S T  /* 
Lemma 3. 
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[Optimisation] If ( ) ,n ≠ ∅S  find the state (n, t, k, v) with the smallest v value over all 
states in ( ) .nS  Set the vas the optimal solution value and trace back to obtain the 
corresponding schedule (S, S  and the job sequence in S) as the optimal schedule. If 

( ) ,n ≠ ∅S  then the schedule with all rejected jobs is the optimal schedule with the total 
cost .j

J

e  

Theorem 3: Algorithm A2 finds an optimal solution to the 

1 , j j j
S S

PRM AWP w C e bq+ +   problem in j
J

O n e
 
  
 
  time. This clarifies that the 

1 , j j j
S S

PRM AWP w C e bq+ +   problem is NP-hard in the ordinary sense. 

Proof: From Proposition 5, it can be seen that all the processed jobs can be optimally 
scheduled by in their WSPT (or GW) order. The dynamic programming procedure in 
Algorithm A2 covers all the decisions of processing or rejecting jobs. It can be seen that 
the correctness of Algorithm A2 follows directly from the above proposition and 
discussion. 

For the computational complexity of Algorithm A2, there are in total n outer loops. 
Within each loop, for each state there are at most two options (as Cases 2 and 3 are 
mutually exclusive). As the [StateElimination] procedure eliminates all unnecessary 
states, the number of candidate states in ( 1)j+S  at the beginning of each loop is  
upper-bounded by ,j

J

B e  where B and j
J

e  are the maximum value of k and v, 

respectively. Therefore, the overall run time of Algorithm A2 is 2 ,j
J

O nB e 
 
 

  which is 

indeed .j
J

O n e 
 
 
   

3.3 Bounds analysis and FPTAS for the P2 problem 

In this subsection, the bound analysis of the 1 , j j j
S S

PRM AWP w C e bq+ +   

problem is first proposed, and then an FPTAS will be developed based on the bound 
analysis. 

For the 1 j j j
S S

w C e+   problem, Engels et al. (2003) developed a  

pseudo-polynomial algorithm and an FPTAS. The design of these time points provides 
the authors abilities to balance the rum time and solution accuracy. The FPTAS runs in 
pseudo polynomial time 2 log .j

J

O n pε 
 
 

  In this section, the static partitioning 

method (SPM) introduced in Sahni (1976) and the bound improvement procedure (BIP) 
developed in Chubanov et al. (2006) will be used to convert Algorithm A2 into an 
FPTAS and this FPTAS runs strongly in polynomial time such as 
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( )( )2 1 log log .O n nε +  This improvement is due to the following bounds analysis for the 

optimal solution value of the 1 , j j j
S S

PRM ARM w C e bq+ +   problem. The similar 

analysis method was firstly developed in Steiner and Zhang (2011). The bound analysis 
in this paper will adopted this method through integrating SPM and BIP procedures. 

Let v* be the optimal solution value to the 1 , j j j
S S

PRM AWP w C e bq+ +   

problem. By (1), v* is the sum of three cost components, i.e., maintenance cost (b*q), 
rejection cost 

*

,j
S

e 
 
 
  and machine-time cost 

*

* ,j j
S

w C 
 
 
  where * is used to indicate 

that the calculations are from the same optimal schedule (note that machine-time cost PC 
in (2) is further divided into maintenance cost and machine-time cost.) As can be seen, q 
≤ b*q ≤ nq, 

*
[ ] [ ]j j j

S

e e ne≤ ≤  (where 
*

[ ] arg max{ }
j

j
J S

j e
∈

= ), and 

*

* * *
{ } { } { } { }j j j j j j

S

w C w C nw C≤ ≤  (where 
*

*{ } arg max{ }
j

j j
J S

j w C
∈

= ). This determines a pair of 

lower and upper bounds, L* = q + e[j] + w{j}C*{j} and U* = n(q + e[j] + w{j}C*{j}) such that 
L* ≤ v* ≤ U* = nL*. 

As obtaining L* and U* is the prior knowledge of S* and *.S  But knowing S* and 
*S  is impossible at this stage. In order to overcome this difficulty, consider a partition 

J(j) and ([ ])J j  such that ([ ]) ([ ])J j J j∩ = ∅  and ([ ]) ([ ]) ,J j J j J∪ =  where 

[ ] ([ ])
max { }
j

j jJ J j
e e

∈
≤  and [ ] ([ ])

max { }
j

j jJ J j
e e

∈
>  (recall 

*
[ ] arg max{ }

j
j

J S
j e

∈
= ). Thus, J([j]) ⊆ S* and 

* ([ ]).S J j⊆  Consider sequencing jobs in J([j]) in the WSPT (or GW) order and 
deploying the same maintenance policy, i.e., reserving a time s after every B jobs. Let 
{ }

([ ])
arg max { }

j
j jJ J j

j w C
∈

=  with respect to the same schedule. J([j]) ⊆ S* gives 

{ }
*
{ }{ } { } ,jjj jw C w C≤   and therefore proves 

* *

* *
[ ]{ } { } .j j j jj j

S S

w C e w C e+ ≤ +    Next, 

* *

* *
[ ]{ } { }j j j jj j

S S

w C e nw C ne+ ≤ +     is proved in two different cases. 

Case 1 assumes { } { }
*

* .j j
S

j j
w C nw C≤  As 

*

*
[ ] ,j j

S

e ne≤  the proof is obvious. In  

Case 2, 
*

*
{ } { }j j j j

S

w C nw C>    is assumed. This can occur only when * ([ ]) .S J j− ≠ ∅ . As 

v* is the optimal solution value, for any job j ∈ S* – J([j]), it is sure that *.j j je w C≥  The 

definition of J([j]) and ([ ])J j  gives ej < e{[j]}. This completes the proof for Case 2 as 
follows: 

* * * *

* * * *

([ ]) ( ([ ]))
j j j j j j

J jS S S S J j

w C e w C e
+ −

+ ≤ +     (3) 
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* *

*

([ ]) ( ([ ]))
j j j

J j S S J j

w C e
+ −

≤ +   (4) 

{ } { } [ ].jj jnw C ne≤ +   (5) 

Taking into account the maintenance cost, a pair of bounds L([j]) = q + e[j] + w{j}C{j} and 
U([j]) = n(q + e[j] + w{j}C{j}) with L([j]) ≤ v* ≤ U([j]) = nL([j]) are determined, where the 
only prior knowledge is [j]. Next, it is shown that the bounds of v* can be determined 
without knowing [j]. 

Suppose jobs in J have K number of distinct, positive job rejection costs, e[1] < e[2] < 
··· < e[K]. In particular, e[0] = 0 is used to create the partition J([0]) = J and ([0]) ,J = ∅  
which is used to describe the schedule without rejected jobs. Obviously, e[j] takes one of 
these k + 1 distinct rejection costs. Note that each of e[i], i = 0, 1, ···, K specifies a type of 
feasible schedules for the 1 , j j j

S S

PRM AWP w C e bq+ +   problem, where e[i] is the 

largest rejection cost over all rejected jobs. Let v[i] be the smallest solution value over all 
feasible schedules specified by e[i]. A pair of bounds can be easily determined such as L(i) 
≤ v[i] ≤ U(i) = nL(i), L([i]) = q + e[i] + w{j}C{j} and { }

([ ])
arg max { }.

i
i iJ J i

i w C
∈

=  For the 

calculation of *
[ ]0,1, ,

min { },ii K
v v

=
=


 it takes n calculations for each { }.i  Based on the above 

discussion, the following lemma can be obtained. 

Lemma 4: When J([i]) are processed in the WSPT (or GW) order with a piece-rate 
maintenance activity inserted after every B jobs, a pair of bounds L ≤ v* ≤ U with U = nL 
can be determined in O(n2) time by 

0,1, ,
min { ([ ])},

i K
L L i

=
=


 where L([i]) = q + e[i] + w{j}C{j}, 

[ ] ([ ])
max { }
i

i iJ J i
e e

∈
≤  and [ ] ([ ])

max { },
i

i iJ J i
e e

∈
>  and { }

([ ])
arg max { }.

i
i iJ J i

i w C
∈

=  

By directly implementing SPM in Sahni (1976) on Algorithm A2, the above bounds (L ≤ 
v* ≤ U = nL) will lead to an approximation algorithm, which for any given ε > 0 will find 
an (1 + ε)-approximation solution to the 1 , j j j

S S

PRM ARM w C e bq+ +   problem in 

3( )O n ε  time. In order to clearly describe the calculation procedure, the following 
approximation algorithm (denoted by A(Z, n, ε), where Z is the upper bound, Z n  is the 
lower bound, and Z nε ×  is maximum cumulative error introduced into the found 
solution) is presented as follows. 

Algorithm A(X, n, ε) 

[Initialisation] Set { }(0) (0,0,0,0)=S  and ( )j = ∅S  for all j = 1, 2, …, n. 

[Partitioning] Partition [0, Z] into n nε ×    equal subintervals of size 3n Zε ×  with the 

last one possibly smaller (the latter n in n nε ×    is due to Z n  is the lower bound). 
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[StateGeneration] Except for replacing the condition j
J

v e′ ≤  with ,v Z′ ≤  do the same 

as in Algorithm A. 

[StateElimination] If j < n, for the states (j, t, k, v) with the same k value and v ≤ Z values 
falling in the same subinterval, keep only the one with the smallest t value, and set 

( 1)j+ =S T  after all of these operations. Otherwise, set ( ) .n =S T  

[StateSelection] If ( ) ,n ≠ ∅S  find the state (n, t, k, v) with the smallest v value. Set v as 
the solution value and trace back to obtain the corresponding schedule (S, S  and the job 
sequence in S). 

Remark 2: In [Partitioning], the interval [0, Z] is divided into 2n ε    subintervals as the 

length of each subinterval has to be no more than 2 ,Z nε  which is the maximum error 
allowed to be introduced in each iteration. This indicates that the total cumulative error of 
n iterations will be no more than 2 ,Z nε  which achieves the designated approximation 
ratio ε. The size of each subinterval is the control factor of solution accuracy and the 
number of subintervals is the control factor of algorithm efficiency. These two factors, 
however, are linked together via the structure of the bounds. This shows that the quality 
of the bounds (i.e., how tight of the bounds) is the key to the algorithm efficiency and 
solution accuracy. 

In Chubanov et al. (2006), a binary searching procedure BIP is introduced to make 
improvement on objective bound, i.e., improving the initial bound [L, U = nL] to a tighter 
bound [ ]', ' 3 ' .L U L=  Using [ ]', ' 3 ' ,L U L=  Algorithm ( , 3, )A Z U n ε′= =  partitions 

[ ]0, 'U  into 3n ε ×    equal subintervals of size 3n Uε ′×  with the last one possibly 
smaller. Thus, the achieved approximation ratio is the same ε, but the run time is 
improved to 2( 3 ) ( )O n n O nε ε× =  with an order of n reduction. In order to obtain 
[ ]', ' 3 ' ,L U L=  BIP calls a slightly modified version of Algorithm A(Z, n, ε), denoted by 

'( , 2, 2),A X  repeatedly to make guesses on the bounds of v*. The modification occurs in 
the last procedure [StateSelection]. Instead of tracing back the found solution value v to 
obtain the corresponding schedule, Algorithm '( , 2, 2)A X  report * 2 3v X>  if v > X, or 
report v* ≤ X otherwise. For detailed proof of this modification, interested readers are 
referred to Chubanov et al. (2006). It is clear that Algorithm '( , 2, 2)A X  runs in 

2( 2 2 ) ( )O n n O n× =  time, as ε = 2 and the guessed upper bound X is two folds of the 
lower bound. In the following, Algorithm Aε is proposed through combining the initial 
bounds determination, the BIP implementation, and the final approximation algorithm. 

Algorithm Aε 

[BoundsCalculation] Determine initial bounds [L, U = nL] with 
0,1, ,
min { ([ ])}.

i K
L L i

=
=


 

[BIPImplementation] Conduct binary search on [0, log2n] (Chubanov et al. 2006). Note 
that the original bounds can be re-written by L = 20 × L and 2log2 .nU nL L= = ×  
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Set 2log2 3,nL L  ′ =  l1 = 0, and l2 = [log2n]. 

Set 1 2( ) 2k l l= +    and 12 .kX L− ′=  

Run Algorithm ( )' , 2, 2A X  on the 1 , j j j
S S

PRM ARM w C e bq+ +   problem. 

For v > X * 2 3( ),v X> , if l2 = k, then stop; otherwise set l1 = k and go to 2. 
For v ≤ X (v* ≤ X), if l2 = k, then set 3L X′ =  and stop; otherwise set l2 = k, 

3L X′ =  and go to 2. 

[Approximation] Run Algorithm ( ,3, )A U ε′  on the 1 , j j j
S S

PRM ARM w C e bq+ +   

problem. 

Theorem 4: For any given ε > 0, Algorithm Aε finds an (1 + ε)-approximation solution 
value such as v ≤ (1 + ε)v* for the 1 , j j j

S S

PRM AWP w C e bq+ +   problem. The run 

time is 2( max{log log ,1 })O n n ε  time. This indicates that Algorithm Aε is an FPTAS for 

the 1 , j j j
S S

PRM AWP w C e bq+ +   problem. 

Proof: The correctness of Algorithm Aε directly follows the above discussions  
and the proofs in Steiner and Zhang (2012). The procedure [BoundsCalculation]  
runs in O(n2) time. In [BIPImplementation], Algorithm A(X, 2, 2) used no  
more than loglogn time, and Algorithm A(X, 2, 2) runs in O(n2) time. In [Approximation] 
step, ( ,3, )A U ε′  runs in 2( )O n ε  time. Thus, the overall run time is 

2 2
2 2( [1 log log 1 ]) ( max{log log ,1 }).O n n O n nε ε+ + =   

4 Optimal solutions for the P3-P4 problems 

In this section, two special cases of, one with equal weights 
1 | , |j j j

S S

PRM w w w C e bq = + + 
 

   and one with equal processing times 

1 | , | ,j j j j
S S

PRM p p w C e bq = + + 
 

   are investigated. 

4.1 Optimal solution for the P3 problem 

Given a schedule, the total cost can be described as TC = PC + RC, where ,
j

j
J S

RC e
∈

=   

1,2, , 1

( 1) ,
j j i

j
J S i b J S

PC w C i s w bq
∈ = + ∈

= + − +  


 (6) 
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where PC modifies the machine-time cost defined in (2) to reflect the fact that all the jobs 
have equal weights. Without considering the maintenance-related cost 

1,2, , 1

( 1)
j ii b J S

i s w
= + ∈

− 


 and bq, (6) shows that a rejected job jJ S∈  contributes ej to the 

total cost and a processed job Jj ∈ S contributes [ ]( )1 ,jw S j p− +  where [j] indicates 
that job Jj is the [j]th processed job. Let MC be the sum of the two maintenance-related 
costs above, i.e., the sum of the last two items in (6). It can be re-written as 

| | 1

1

( 1) (| | | | )( | | 1) ( | | 1) ,
S B

i

MC Bws i ws S S B B S B S B q
−  

=

= − + − − + −            (7) 

which shows that MC depends entirely on S (the total number of processed jobs). 
Given a schedule, let r be the number of rejected jobs (i.e., | |S r= ), which are 

assumed to occupy the n – r + 1 to n positions. The first n – r positions are reserved for 
the rest n – r processed jobs (i.e., S = n – r). Therefore, the total cost can be written by 

( , , ) ( , , ) ( ),TC r S S RPC r S S MC r= +  (8) 

where S = {Jj  [j] = 1, 2, ···, n – r}, 

{ | [ ] 1, 2, , }.jS J j n r n r n= = − + − +   

[ ] 1 [ ] 1

( , , ) ( [ ] 1)
n r n

j j
j j n r

RPC r S S w n r j p e
−

= = − +

= − − + +   (9) 

( )

( )

( ) 1

1

( ) ( ) 1 ( 1)

              ( ) )( ( ) 1

n r B

i

MC r n r B q Bws i

ws n r n r B B n r B

− −  

=

= − − + −  

+ − − − − −      

  (10) 

Let RPC*(r) be the smallest ( , , )RPC r S S  cost over all such partitions S  and S, and all 

possible orders in S gives the smallest cost of the 1 | , |j j j
S S

PRM w w w C e bq= + +   

problem. 

{ }* *

0,1 ,
min ( ) ( )

r n
TC RPC r MC r

=
= +


 (11) 

{ }{ }0,1 , {[1], ,[ ]}, {[ 1], ,[ ]}
      min ( ) min ( , , )

r n S n r S n r n
MC r RPC r S S

= = − = − +
= +

  
 (12) 

Considering r ∈ {1, 2, ···, n – 1}, finding * ( )RPC r  and the associated S*(r) and *( )S r  
is an assignment problem, which can be formulated as a mixed-integer linear 
programming: 

1

MIL(r) m n  i
n

r
jk jk

j

x c
=
  (13) 
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1

st: 1,
n

jk
k

x j
=

≤ ∀  (14) 

1

   1,
n

jk
j

x k
=

≤ ∀  (15) 

   {0,1}, , ,ijx j k∈ ∀  (16) 

where the decision variables are x_{jk} = 1 if job Jj is scheduled in the kth position and 
x_{jk} = 0 otherwise. The cost r

jkc  can be defined by r
jk jc e=  if k > n – r (i.e., Jk is 

rejected) and 
1

( 1)
n r

r
jk j

k

c w n r k p
−

=

= − − +  if k n r≤ −  (i.e., Jk is processed). It is not hard 

to see that the constraint matrix of MIL(r) holds the totally-modularity property. 
Therefore, the linear relaxation of MIL(r) can be solved in polynomial time with integer 
solution values *( )jkx  automatically returned. This gives the optimal solution 

*
*

1

( ) ,
n

r
jk

j jk

RPC r x c
=

=  * *( ) { | 1  },j jkS r J x and k n r= = ≤ −  and 

* *( ) { | 1  }.j jkS r J x and k n r= = > −  
Proposition 5 shows that sequencing processed jobs in the WSPT (or GW) order is 

optimal. For this special case with all equal weights, these two orders are reduced into the 
SPT (shortest processing time first) order. Based on this, let jobs be indexed such as p1 ≤ 
p2 ≤ ··· ≤ pn. Now, consider two extreme partitions: r = 0 and r = n. For r = 0 (i.e., S = J), 
the smallest total cost can be written by 

( ) ( )

( )

0

1

1

1

1 1

          ( 1) )( 1

n

j
j

n B

i

TC w n j p n B q

Bws i ws n n B B n B

=

−  

=

= − + + −  

− − − − −      




 (17) 

For r = n (i.e., S = ∅), the smallest total cost can be calculated by 
1

.
n

n
j

j

TC e
=

=  Next, the 

algorithm (denoted by Aw) for the 1 | , |j j j
S S

PRM w w w C e bq= + +   problem is 

presented. 

Algorithm Aw 
[Initialisation] Set TC = min{TC0, TCn} and r = 1. 

[r-rejectedJobs] Calculate ,r
jkc  formulate and solve MIL(r) to obtain RPC*(r). 

• If RPC*(r) + MC(r) < TC, then set TC = RPC*(r) + MC(r); 
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• If r < n – 1, then set r = r + 1 and go to [r-rejectedJobs]. 

[Solution] Set TC* = TC and trace back to obtain S*, *,S  and job sequences in S*. 

Theorem 5: Algorithm Aw is a polynomial algorithm such that it finds an optimal solution 
to the 1 | , |j j j

S S

PRM w w w C e bq= + +   problem in O(n4) time. 

Proof: By Algorithm Aw, the 1 | , |j j j
S S

PRM w w w C e bq= + +   problem is 

essentially converted into the n iterations of the assignment problem MIL(r). Since the 
assignment problem can be optimally solved (Kuhn, 1955), it is clear that the 
1 | , |j j j

S S

PRM w w w C e bq= + +   problem can be optimally solved by Algorithm 

Aw. Regarding run time, TC is initialised to the smaller objective value of the schedule 
with zero-rejected job (TC0) and the schedule with all-rejected jobs (TCn). This 
calculation takes O(n) time. For each r, it takes O(n2) time to calculate ,r

jkc  and it takes 
O(n3) time to formulate and solve the assignment problem MIL(r) because that Kuhn 
(1955) showed that the computation complexity of solving an n × n assignment problem 
is O(n3). [r-rejectedJobs] goes through n – 1 different r values. The overall run time of 
this step is O(n4). Given that [Solution] runs in O(n3) time, it is proved that Algorithm Aw 
runs in O(n4) time.  

4.2 Optimal solution for the P4 problem 

The methods (MIL(r) and Algorithm Aw) above can be modified and applied on the 
equal-processing-time case 1 | , | .j j j j

S S

PRM p p w C e bq = + + 
 

   The run time 

would be the same O(n4). In what follows, however, a modified version of Algorithm A2 
is developed to solve the latter equal-processing-time case, and the run time can be 
reduced to O(n2). 

Similarly to Lemma 2, it can be shown that for any two states (j, t, k, v) and 
( )', ', ', 'j t k v  with ',j j=  ',t t=  ',k k=  and ',v v<  any later schedules generated from 

( )', ', ', 'j t k v  cannot be advantage to the corresponding schedules generated from  
(j, t, k, v). Based on this, Algorithm A2 can be modified such that [StateElimination] is 
replaced with the followings: If j < n, for any two states (j, t, k, v) and ( )', ', ', 'j t k v  with 

',j j=  ',t t=  ',k k=  and ',v v<  eliminate state ( )', ', ', 'j t k v  from ,T  and set 
( 1)j+ =S T  after all possible eliminations. Otherwise, set ( )n =S T  directly. The 

modified version is denoted by Algorithm Ap. 
As this modification changes the state space from value-based to time-based, the 

number of states in each ( )jS  is given by the number of possible job completion times 
(denoted by π). Consider state (j, k, t, v) (where 0 < j ≤ n and 0 ≤ k ≤ B), possible t values 
are: 
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( )
( )

 (if jobs are rejected),
 (if  jobs are rejected),

 (if 

  
 

2 2 2
,

 jobs are rejected),

 (if  jobs are rejected).( )

t kp j k
t

t B j B k p s j B

B k p s j k B

t B k p s j

k B j B

k B

j= + + − −     

= −
= + + − −

= + + −



−

   


 

Thus, ( , ) 1.j k j Bπ = +    As k takes B different values for each j, in ( )jS  the number 

of states is upper-bounded by ( 1) .B j B n B+ < +    Considering j takes n + 1 values, the 
following corollary is straightforward. 

Theorem 6: The 1 | , |j j j j
S S

PRM p p w C e bq= + +   problem can be optimally solved 

in O(n2) time by Algorithm Ap. 

Proof: Algorithm Ap is the modified version of Algorithm A2 for the special case with pj 
= p. The correctness of Algorithm Ap follows directly from the correctness proof of 
Algorithm A2. Similar with the analysis for the computational complexity of Algorithm 
A2, it can be obtained that the computational complexity of Algorithm Ap is 

.j
J

O n p 
 
 
  Since all the jobs have the same processing times, i.e., pj = p, we have 

= .j
J

p np  The computational complexity j
J

O n p 
 
 
  can be reduced to O(n2)because 

that =j
J

p np and p is a constant. Therefore, the computational complexity of 

Algorithm Ap is O(n2p).  

5 Conclusions 

In this paper, we consider the single-machine scheduling problems with rejection and 
piece-rate maintenance. The considered objective is to minimise the sum of weighted 
completion times, rejection cost, maintenance cost. We address four different problems 
for treating four different cases. For the first problem, it is proved to be NP-hard, and its 
approximated solving algorithm is developed. For the second problem with agreeable 
weights and processing times, after addressing its NP-hardness, a pseudo-polynomial 
time algorithm is presented to establish that the problem is NP-hard only in the ordinary 
sense, and then the algorithm is further converted into an FPTAS. In the last, the other 
two special cases, one with all equal weights and one with all equal processing times, are 
addressed to be optimally solvable in polynomial time. 

For future research, it would be interesting to find out whether the first problem is 
NP-hard in the ordinary sense or in the strong sense and to include the analysis of 
scheduling problems with other machine environments (e.g. parallel machine, flowshop 
and jobshop). In addition, the efficient approximation algorithm and its performance 
bound analysis for the first problem will be worth of further study by scholars. 
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