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Abstract: Recently, the demand for online and offline recommendation systems has increased drastically. These systems are widely used in tourism, music, and video or movie recommendations. Currently, online movie streaming applications have gained huge attention. Providing better recommendations to the user is a challenging task for these applications. The content-based filtering (CBF) recommender system is a promising technique for these systems. However, traditional systems suffer from challenges such as cold-start problems, sparsity, and scalability. Consequently, we strengthen content-based recommendation algorithms by enriching the user-related and relevant product models with effective tendencies. The majority of previous work on classifiers has been in recommendation systems. To overcome these issues, we present a deep learning model that uses a deep neural network mechanism and a multiplicative BiLSTM model. This scheme uses embedding, weight updating, and preference learning processes to improve the recommendation system’s performance. The performance of the proposed approach is measured in terms of MAE, MAP, Precision, Recall, and F-measure. The comparative performance shows that the proposed approach achieves better performance when compared with state-of-art movie recommendation techniques.
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1 Introduction

During the last decade, the internet has become one of the prominent needs of humans due to its wide range of advantages in daily life scenarios. Due to this surge in internet usage, the amount of data on the internet-based platform has also increased. Thus, accessing fascinating information from this type of huge data has become a challenging task (Palomares et al., 2018). Recently, recommendation systems have been considered a promising solution to facilitate data access from a huge database. Various online and e-commerce applications, such as recommendations of products, music, movies, etc., utilise these recommender systems to suggest the relevant product or items to users. The best recommender systems are experienced on various online platforms such as Amazon shopping, Flipkart, Netflix, Spotify, and many more (Wei et al., 2017; Nagpal et al., 2020). The increased demand for multimedia data has led to substantial growth in online movies. It remains a challenging task for web-based multimedia applications to serve the user with movies of interest to improve the Quality of Experience of applications (Narayanasami et al., 2021). As mentioned, the recommendation system is a significant technique for these application scenarios (Kumar et al., 2017).

The current research status classifies the recommendation algorithm into three categories such as content-based recommendation technique (Son and Kim, 2017; Rutkowski et al., 2018), collaborative filtering-based recommendation technique (Raghuvanshi and Pateriya, 2019; Katarya and Verma, 2017) and hybrid recommendation technique (Yang, 2018; Paradarami et al., 2017). These techniques are widely adopted in various systems. Shu et al. (2018) presented a content-based filtering model using a convolutional neural network model to recommend the resource for e-learning systems. Rutkowski et al. (2018) presented a movie recommendation system using content-based filtering. This approach uses the Neuro-fuzzy approach for decision-making to recommend the movies. Achakulvisut et al. (2016) used a content-based filtering scheme for scientific publication recommendations. Deldjoo et al. (2016) used this approach for video recommendation by extracting and correlating visual features.

Collaborative filtering (CF) is also adopted in various real-time, online, and offline applications. Generally, this is a mechanism where past interactions between user and item are recorded and stored in a “user-item interactions matrix” to generate a suitable product recommendation. Low et al. (2018) introduced a collaborative filtering-based recommendation system using a CNN-based model. Kumar et al. (2019a) used this model for e-commerce applications to predict user ratings and recommend the product according to user’s interest. Sunitha and Adilakshmi (2018) introduced user and item-based CF techniques for music recommendation. This scheme formulates the cluster of user-item ratings, and later, cluster similarity is computed to target the user for a recommendation based on ratings. Similarly, the content-based filtering scheme extracts
the item features based on their content to recommend to the user based on their previous actions and explicit feedback. Several schemes have been developed based on content-based filtering for recommendation systems, such as Renuka et al. (2021) developed unsupervised content-based filtering for article recommendation (Karn et al., 2021). Wang et al. (2020) used deep learning for content-based filtering for citation recommendation (Kumar et al., 2019b). Figure 1 shows a simple collaborative and content-based filtering model for online article recommendation.

Figure 1 A generic model of the collaborative and content-based filtering scheme (see online version for colours)

Similarly, the hybrid recommendation systems use content, collaborative-based filtering with other optimisation, and machine learning-based schemes. Chang et al. (2016) presented a two-stage hybrid model for collaborative filtering by incorporating an artificial immune system to predict the student grades. Moreover, this technique recommends the professor rating according to their courses. Cai et al. (2020) developed a hybrid recommendation system using many-objective evolutionary optimisation techniques to improve the recommendation accuracy, diversity, and coverage. Chu and Tsai (2017) developed a hybrid recommendation system for restaurant recommendations by combining content and a collaborative filtering scheme. Several studies have reported the significance of content-based filtering recommendation systems (Neffati et al., 2021). This scheme uses the known preferences of a group of users to predict unknown preferences for other users (Lazar et al., 2021).

1.1 Issues and challenges

The importance of any recommender system is realised by its computation time and recommendation accuracy, but several challenges lead to degraded performance. This subsection briefly describes the challenges mentioned earlier in the previous section (Kumar et al., 2018).
Data sparsity: The web-based recommender systems use high-dimensional data that generates a sparse user-item interaction matrix. Generally, the cold start problem creates additional complexity because a cold start occurs when a new item is added to the system. The system cannot find similar items without interaction with other items. Similarly, if the user ratings are very small for the huge dataset, this problem is a reduced coverage (Chauhan et al., 2021).

Scalability: In these recommendation systems, when users grow tremendously, the traditional content-based filtering schemes suffer from the lack of computational resources.

Gray sheep: Gray sheep is a problem where user opinion does not agree or disagree with any group of users; thus, these users do not get benefit from a content-based filtering scheme.

Shilling attacks: In this scenario, the users provide many positive recommendations for their product and negative recommendations for other competing products.

Several techniques have been reported to deal with these issues during the last five years. We present a brief discussion about these techniques in Section 2.

Due to these challenging issues, our main aim is to develop a novel content-based filtering scheme to improve the performance of the online movie recommendation system (Kumar et al., 2020). We present a deep learning-based solution for a recommendation system. This scheme is developed in three phases; first, the embedding process is implemented to generate the data vector; in the next phase, the weight updating process is presented; finally, LSTM based learning model is implemented to improve the recommendation performance.

Recommenders usually consist of three elements:

- **Target generations**: Given a large pool of millions of objects, this approach is responsible for producing smaller subsets of possibilities to propose to a user.

- **Assessment processes**: Because distinct generators can generate different candidates, we need to standardise everything and provide a score for each of the subgroups’ components. The scoring system is in charge of this.

- **Re-ranking structures**: After scoring is completed, the system considers other restrictions to generate the final rankings.

Multidisciplinary screening based on memory: This method involves memorising the usability testing matrix and how a user reacts to it, i.e., the grade a user provides to an item. There is no such thing as dimension reduction or model fitting. There are mostly two sections:

**Viewer filtering**: In this case, if user A’s qualities are comparable to those of another user B, then A gets recommended the things B liked. “Users who enjoy products comparable to yours also liked those things”, we can make a statement. As a result, we recommend that you use the correlation between two users in this case. Customised recommendation systems might provide viewers with recommendations in the entertainment or video areas. Information about his ‘appetite’ increases the user’s read performance, cuts down on time it takes for them to choose content, and can even pique their interest in the product. Kumar et al. (2019a). Recommended websites can now obtain user behaviours
such as length of stay, favourite links, and the number of likes. The two types of review activities are obvious and implicit feedback behaviours. Explicit feedback actions can reveal user preferences directly (Sunitha and Adilakshmi, 2018). The user’s selections cannot be clarified through different prediction conduct. Chang et al. (2016). The user’s web browsing history is a typical form of implicit feedback. When viewing the web, the user may not be interested in the item but may click to view it out of curiosity or unwittingly (Cai et al., 2020).

Even though the record does not clearly understand the user’s preferences, the implicit data gathered by the general website accounts for a significant amount. As a result, it is important to dig out the different prediction data values meaning content, depending on the use of explicit data, to create personalised suggestions. The algorithms required for personalised recommendation are divided into two types, depending on the data sources: the first is knowing how well specific content is, and the second is a know-how good based on collaborative filtering. The main idea of the entertainment recommender is to endorse to users the details that have the highest similarity in content between the items they like and the data they have followed; the recommender method essentially uses a cohesive median filter, and its core advice idea is as follows: the user has many other users with similar preferences, and then recommends taking to the user items that other users have purchased; however, this use of the personalised recommender systems is limited.

The remainder of the paper is organised as follows: Section 2 presents the literature review about existing techniques of the online web recommendation system, Section 3 presents a proposed solution to improve the performance of content-based filtering, Section 4 presents a comparative analysis using the proposed approach, and finally, Section 5 presents the concluding remarks about proposed work.

2 Literature survey

This section presents the description of existing online web recommendation systems techniques, which mainly includes discussing collaborative and content-based filtering. Nilashi et al. (2018) developed a hybrid approach using collaborative filtering (CF). Mainly this technique focused on sparsity and scalability issues by incorporating dimensionality reduction and ontology schemes. Further, this scheme uses the singular value decomposition (SVD) technique to improve scalability. Wei et al. (2017) discussed that CF schemes suffer from a cold start problem where no rating is available and an incomplete cold start problem where very few ratings are available. Due to these scenarios, the CF-based recommender system fails to provide an accurate recommendation. Wei et al. (2017) developed the CF approach based on the deep learning neural network to overcome these issues. Wang et al. (2018) developed a content-based filtering method for publication recommendations. This scheme follows a hybrid approach, combining chi-square feature selection and softmax regression modules to improve the recommendation performance.

Chae et al. (2018) used generative adversarial networks (GAN) for collaborative filtering to improve recommendation accuracy. Unlike conventional methods, the authors introduced a vector-wise adversarial training approach for the CF model. Son et al. (2017) reported that content-based filtering (CBF) schemes use the correlation between
contents to improve the recommendation. The correlations are obtained using item information, which helps compute the similarity. The authors developed a CBF scheme that uses a multi-attribute network to recommend items to users in this work. This network considers the linked items and measures the direct and indirect similarity.

Further, centrality and clustering mechanisms are also considered in this model, which identifies mutual relationships and patterns among the items. Alhijawi and Kilani (2016) focused on heuristic approaches for CF and developed a genetic algorithm to measure the similarity between users and items. This scheme, SimGen, uses Pearson correlation and vector cosine-based similarity measurements to establish the item-user interaction for the recommendation. Like this approach, Logesh et al. (2018) also focused on bio-inspired algorithms for CF-based recommender systems. This scheme uses a combined model of CF and clustering to group the users. However, the traditional clustering algorithms do not achieve the desired performance for recommender systems.

Hence, a new bio-inspired clustering algorithm uses swarm intelligence and a fuzzy clustering model for collaborative filtering. Ali et al. (2018) developed a content-based filtering method for movie recommendation with the help of genomic tags of movies. The unnecessary tags cause the recommendation difficulty, and principal component analysis (PCA) and Pearson correlation techniques are applied to minimise the tags and reduce the complexity. Lian et al. (2017) focused on overcoming the data sparsity problem by developing a cross-domain recommendation system named CCCFNet. However, this is a combined approach of collaborative and content-based filtering. Later, a MAP model for embedding into a multi-view neural network. Chen et al. (2019) developed joint neural collaborative filtering (J-NCF) model for a movie recommendation system. This approach is based on the deep feature learning and deep interaction model with a rating matrix. The deep feature model generates the user-item rating matrix, and the deep interaction model captures non-linear user-item interactions. Thus, this approach considers point-wise and pair-wise loss puncturing the training process to improve the recommendation accuracy.

Liu et al. (2018) reported that conventional CF methods suffer from limited learning capacity, data sparsity, and cold-start problems. Thus, a deep learning-based model is introduced, which uses autoencoders. This scheme uses a combination of content-based filtering and collaborative filtering with autoencoders. Mohammadpour et al. (2019) developed a single-objective hybrid evolutionary computation approach for offline collaborative filtering RS. The performance of the genetic algorithm is further improved by incorporating gravitational emulation local search (GELS) algorithm. The dimensionality reduction can be made by several methods like SVD, probability matrix factorisation, and non-negative matrix factorisation.

3 Proposed model

The content-based filtering-based schemes are widely adopted for various recommender systems. In this approach, we use learning-based methods to improve the performance of the recommendation system. Due to their efficient learning, deep learning-based schemes are widely adopted in various machine learning applications. We used Python libraries like a Numpy for mathematical calculations, Pandas for Dataframe manipulations, Seaborn and matplotlib for detailed visualisations, IPE widgets for interactive analysis, Jupiter notebook for interactive shells, and at last is, set the figure size and background
for our visualisations. In this case, set the figure size as 16 units, four x-axes, and five units for the y-axis similarly, we can also select the five thirty-eight backgrounds for our plots and another background via charts.

In this work, we develop a deep learning-based approach for a movie recommendation system based on ratings and interactions with other users. Figure 2 shows the proposed architecture of the deep learning-based model for the recommender system.

Figure 2  The overall architecture of the recommender systems (see online version for colours)

Deep neural network schemes are widely adopted in natural language processing (NLP) systems (Figure 3). In this field of deep learning, recurrent neural networks have gained attraction for sequence prediction problems. Specifically, the LSTM (Long-Short Term Memory) is used as a recurrent neural network system. In this work, we present a learning-based recommender model using content-based filtering.

3.1 LSTM

This section briefly describes the LSTM model for pattern learning based on deep learning. Generally, LSTM is a type of RNN used widely in various pattern learning schemes of data mining. The LSTM model consists of multiplicative gates, which help control the flow of information from input to output or vice-versa to various network states. The hidden layer of LSTM receives the input from the input layer and the previous hidden state as $x_t$ and $h_{t-1}$, respectively. The input can be expressed as:

$$\hat{h}_t = W_{ix}x_t + W_{hx}h_{t-1}$$

(1)

The LSTM network has three gating units as input gate, output gate, and forgets gate denoted as $i$, $o$, and $f$, respectively. These stages are represented as:

$$i_t = \sigma(W_{ix}x_t + W_{ih}h_{t-1})$$
where $\sigma$ denotes the logistic function. At this phase, the input gate manages the input level to each hidden unit to be written to the internal state vector $c_{i-1}$, forget gate controls the amount of information preserved in the previous internal state $c_{i-1}$. The forget gate is used to analyse the information which can be discarded in the current phase. Further, the combination of writing and forget gate is used to control the information which needs to be stored or overwritten for each time-stamp. The internal state can be presented by

$$c_{i} = f_{i} \odot c_{i-1} + i_{i} \odot \tanh\left(\hat{h}_{i}\right)$$

Moreover, the output gate helps identify how much information each unit’s activation function should be preserved. This helps preserve the information that is not useful for this state but may be used in upcoming states. The final output of the hidden layer can be expressed as:

$$h_{i} = \tanh\left(c_{i}\right) \odot o_{i}$$

### 3.2 Multiplicative LSTM

The traditional LSTM learning model is further improved, and a multiplicative LSTM (mLSTM) has been developed recently. The multiplicative LSTM considers it factorised hidden-to-hidden transitions of mRNN and combines them with the gating framework from LSTM. The traditional mRNN and LSTM models can be combined by adding connections from the intermediate state of mRNN $m_{i}$ to each gating unit. The updated gate configuration can be presented as:

$$m_{i} = (W_{mx} \cdot x_{i}) \odot (W_{mh} \cdot h_{i-1})$$

$$\hat{h}_{i} = W_{hx} \cdot x_{i} + W_{hm} \cdot m_{i}$$

$$i_{i} = \sigma\left(W_{xi} \cdot x_{i} + W_{im} \cdot m_{i}\right)$$

$$o_{i} = \sigma\left(W_{xo} \cdot x_{i} + W_{om} \cdot m_{i}\right)$$

$$f_{i} = \sigma\left(W_{xf} \cdot x_{i} + W_{fm} \cdot m_{i}\right)$$

Mainly, this architecture combines the input-dependent transitions of mRNN with a long time lag and information control of LSTMs. The gated units of LSTM help control and bypass the outcome of the hidden weight matrix. Moreover, the sigmoid input and forget gates help to control the more complex transitions compared with the traditional mRNNs.
3.3 Proposed solution

This section presents the proposed solution for the movie recommendation system by using LSTM and deep learning architecture. The proposed approach is divided into three phases: item embedding process, weight updating process, model optimisation, and user preference learning.

3.4 Embedding process

Let us consider that $S$ denotes the user interaction item set as $S = (S_1, S_2, S_3, ..., S_m)$ where $S_i$ is the item sequence of $i$th user is given as $S_i = (I_1, I_2, I_3, ..., I_n)$. First, we focus on generating the low-dimensional feature vectors from the item set. We select the sequences that show feedback on user preferences in this work. The conventional approach considers only a second-order correlation between items. In this work, we incorporate class labels of items into item vectors, which helps improve the relevancy between item and user preferences. This approach treats each item as a word vector embedded into a vector of fixed dimensions. We formulate an optimisation problem where our goal is to maximise the following objective function:

$$
\frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{M} \log p(I_j | I_i)
$$

(6)

where $M$ denotes the length of the item sequence of interactions, $p(I_j | I_i)$ denotes the SoftMax function as follows:
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\[ p(I_i | I_j) = \sigma(I_i^T I_j) \prod_{k} \sigma(-I_i^T I_k) \]  

(7)

where \( \sigma(*) \) is the sigmoid activation function, and \( N \) denotes the number of negative samples in the positive sample set. With the help of the embedding process, the item sequence can be represented as \( S_j = \{V_1, V_2, \ldots, V_s\} \).

3.5 Weight updating process

Currently, attention mechanisms are widely adopted as a promising solution for sequential data processing, such as speech recognition, machine translation, part-of-speech tagging, and many more. The attention approach uses a weighted transformation model to establish the correlation between highlighted key data. This highlights the important local information. Let us consider an example where a user interacts with different movies such as ‘A’, ‘B’, ‘C’, ‘D’, and ‘E’. Here, we aim to predict and suggest similar types of movies. Figure 4 illustrates the process of predicting the next movie.

Figure 4  User’s interest-based movie recommendation (see online version for colours)

According to this scenario, the ‘F’ movie is recommended based on the most recent interaction of users with movies C, D, and E. In contrast, complete interaction analysis shows that the ‘G’ movie can be considered the updated recommendation based on the previous interactions. Thus, we present a self-attention mechanism to realise the relation between user interactions. The weight updating process uses the self-attention mechanism. Initially, this scheme traverses each encoder state to obtain the relation between the target and the source item. Based on this relation, it generates a score for each state in the encoder.

Further, this approach uses a SoftMax function to normalise the scores. These normalised scores generate the probability distribution of a given target item state. These two steps help obtain item weight information from the given distribution. Here, the item
features are mapped from a given dimensional space to another. The relationship between these mappings can be expressed as follows:

\[ I_z = f_{relu}(W I + b) \]

\[ A = \text{Softmax} \left( I_z W (I_z)^T \right) \]

\[ I_z = AI_z \quad (8) \]

where \( W \) denotes the weight matrix, \( b \) represents the bias and \( I_z \) is the feature representation vector obtained from the feature embedding process. The first part of equation (8) denotes that the d-dimensional feature of user interaction is mapped to z-dimensional space. The second part shows the weight computation for all user interactions. The weight matrix is processed using a loss function which helps to adjust the weights automatically during the training phase. Similarly, the third part of the equation shows the final output of the self-attention mechanism.

3.6 Learning module

In this process, we treat user-item interaction as a sentence, and each item is treated as a word. The proposed scheme is based on the deep bidirectional multiplicative LSTM, as depicted in Figure 2. This architecture helps to utilise forward and backward contexts representation. Moreover, this network extracts the characteristics efficiently. This learning modelling architecture consists of a double hidden layer. The lower layer provides the structure of information about the upper layer. During the learning process, the network generated a specific set of parameters and fed it into inter-neurons in the same layer at the later time-stamp \( t \). The input sequence of each hidden layer traverse from left to right and right to left. At the time-stamp \( t \), the output layer of BiLSTM for \( r-1 \) layer is considered as an input to the intermediate neuron of \( r \)th layer.

The movement in the left and right directions is expressed as follows:

\[ \tilde{h}^{(r)}_l = f \left( \tilde{A}^{(r)} \tilde{h}^{(r-1)} + \tilde{B}^{(r)} \tilde{h}_l^{(r-1)} + \tilde{z}^{(r)} \right) \]

\[ \tilde{h}^{(r)}_r = f \left( \tilde{A}^{(r)} \tilde{h}^{(r-1)} + \tilde{B}^{(r)} \tilde{h}_r^{(r-1)} + \tilde{z}^{(r)} \right) \quad (9) \]

For each step of the learning process, the hidden layer produces training results that are further propagated with the help of input parameters. The final output produced by the last hidden layer is expressed as:

\[ \hat{P} = \text{concat} \left( \tilde{h}_l^{(r)}, \tilde{h}_r^{(r)} \right) \quad (10) \]

Here, \( \tilde{A} \), \( \tilde{B} \) and \( \tilde{z} \) denotes the weight matrix and offset vector, which is generated in forwarding propagation at \( r \) layer of the model, similarly, \( A \), \( B \) and \( z \) represents the weight matrix and offset vector in backward propagation, \( \hat{P} \) is the output vector, \( \tilde{h}_l^{(r)} \), and \( \tilde{h}_r^{(r)} \) denotes the intermediate output vectors.
4 Results and discussion

In this section, we present the experimental analysis of the proposed model of the movie recommendation system. The proposed model is implemented on an Intel i5 processor CPU @3.10 GHz, 8GB RAM computer. These experiments are carried out using Python 3 with Jupiter Notebook. We use the MovieLens dataset for this experiment, which is publicly available online. This dataset contains 20 million ratings, and 465,000 tags are applied to a total of 27,000 movies, including 19 genres by 138,000 users. The user rating data is stored in a rating file sorted according to user ID movie ID, and Table 1 shows the sample of item sequence stored in the movie rating file.

<table>
<thead>
<tr>
<th>User ID</th>
<th>Movie ID</th>
<th>Rating</th>
<th>Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>122</td>
<td>5</td>
<td>838985046</td>
</tr>
<tr>
<td>1</td>
<td>185</td>
<td>5</td>
<td>838983525</td>
</tr>
<tr>
<td>1</td>
<td>231</td>
<td>5</td>
<td>838983392</td>
</tr>
<tr>
<td>1</td>
<td>292</td>
<td>5</td>
<td>838983421</td>
</tr>
<tr>
<td>1</td>
<td>316</td>
<td>5</td>
<td>838983392</td>
</tr>
</tbody>
</table>

Similarly, Table 2 shows the item’s content samples of the considered dataset.

<table>
<thead>
<tr>
<th>User ID</th>
<th>Movie ID</th>
<th>Genres</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jumanji (1995)</td>
<td>Adventure</td>
</tr>
<tr>
<td>2</td>
<td>Grumpier Old Men (1995)</td>
<td>Comedy</td>
</tr>
<tr>
<td>3</td>
<td>Waiting to Exhale (1995)</td>
<td>Comedy</td>
</tr>
<tr>
<td>4</td>
<td>Father of the Bride Part II (1995)</td>
<td>Comedy</td>
</tr>
</tbody>
</table>

To measure the performance of the proposed recommendation system, we compute mean absolute error (MAE), a widely used parameter to measure the performance of recommender systems. The MAE is a statistical accuracy measurement obtained by finding the absolute difference between actual and predicted recommendation values. The lower MAE value represents the better prediction. The MAE can be computed as:

$$ MAE = \frac{\sum |p_{ij} - r_{ij}|}{M} $$  \hspace{1cm} (11)

where $M$ is the total number of predictions, $p_{ij}$ denotes the predicted value of user $i$ for item $j$ and $r_{ij}$ denotes the actual ratings. Similarly, we compute precision, recall, and F-measure based on the actual and predicted ratings of the movie data. Precision is known as the exactness of measurement. This can be computed as:

$$ Precision = \frac{TP}{TP + FP} $$  \hspace{1cm} (12)
The recall is the measurement of completeness which determines the number of relevant retrieved items out of all relevant items. This can be expressed as:

\[
Recall = \frac{TP}{TP + FN}
\]  

(13)

Similarly, the F-measure is the harmonic mean of precision and recall. This can be computed as follows:

\[
F = 2 \times \frac{(precision \times recall)}{(precision + recall)}
\]  

(14)

Based on these parameters, we obtained the performance of the recommendation system in terms of MAE, Precision, Recall, and F-Measure. The obtained performance is compared with existing techniques such as content-based fuzzy (Ayyaz et al., 2018) and HCF-CRS (Ayyaz et al., 2018) (Table 3).

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Comparative analysis between CBS, HCF-CRS, and proposed approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
</tr>
<tr>
<td>Content based fuzzy</td>
<td>0.8</td>
</tr>
<tr>
<td>HCF-CRS</td>
<td>0.65</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>0.5</td>
</tr>
</tbody>
</table>

This comparative study is illustrated in Figure 5, which shows the robustness of the proposed approach.

**Figure 5**  Comparative analysis (see online version for colours)

Furthermore, we compare the precision performance for different numbers of predictions. Table 4 shows the comparative analysis in terms of precision and MAP. The obtained performance is compared with the existing techniques (Zhao et al., 2020).
Table 4  Movie recommendation performance for varied level of retrieval

<table>
<thead>
<tr>
<th>Technique</th>
<th>Precision @3</th>
<th>Precision @5</th>
<th>Precision @10</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPR</td>
<td>0.2795</td>
<td>0.2664</td>
<td>0.2301</td>
<td>0.3549</td>
</tr>
<tr>
<td>PRFM</td>
<td>0.2884</td>
<td>0.2699</td>
<td>0.2481</td>
<td>0.3885</td>
</tr>
<tr>
<td>LambdaFM</td>
<td>0.3108</td>
<td>0.2953</td>
<td>0.2612</td>
<td>0.4014</td>
</tr>
<tr>
<td>RRN</td>
<td>0.2893</td>
<td>0.274</td>
<td>0.248</td>
<td>0.3631</td>
</tr>
<tr>
<td>IRGAN</td>
<td>0.3022</td>
<td>0.2885</td>
<td>0.2582</td>
<td>0.3744</td>
</tr>
<tr>
<td>CTR</td>
<td>0.2824</td>
<td>0.2694</td>
<td>0.2493</td>
<td>0.3725</td>
</tr>
<tr>
<td>CDL</td>
<td>0.2875</td>
<td>0.2731</td>
<td>0.2504</td>
<td>0.3863</td>
</tr>
<tr>
<td>ConvMF</td>
<td>0.2901</td>
<td>0.2856</td>
<td>0.2545</td>
<td>0.3996</td>
</tr>
<tr>
<td>LSIC-V1</td>
<td>0.2946</td>
<td>0.2713</td>
<td>0.2531</td>
<td>0.4066</td>
</tr>
<tr>
<td>LSIC-V2</td>
<td>0.3004</td>
<td>0.2843</td>
<td>0.2567</td>
<td>0.4101</td>
</tr>
<tr>
<td>LSIC-V3</td>
<td>0.3105</td>
<td>0.3023</td>
<td>0.261</td>
<td>0.4163</td>
</tr>
<tr>
<td>LSIC-V4</td>
<td>0.3327</td>
<td>0.3173</td>
<td>0.2847</td>
<td>0.4321</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>0.3511</td>
<td>0.3385</td>
<td>0.3218</td>
<td>0.4951</td>
</tr>
</tbody>
</table>

These comparative studies show that the proposed approach achieves improved precision, recall, f-measure, and MAP for varied experiments.

5 Conclusion

The major objective of this work is to provide a new method for improving the performance of a movie recommendation system. Content-based filtering algorithms are currently frequently employed in a variety of recommender systems. However, there are several difficulties with these strategies. We propose a deep learning-based recommender system model to address these issues. The proposed model employs deep learning and a multiplicative BILSTM model to improve learning. This method starts with the generation of an item sequence and the formulation of a vector. A weight updating technique is used to improve the suggestion for these vectors. Finally, multiplicative BILSTM is used to add a learning process. The proposed strategy yields superior suggestion accuracy when compared to state-of-the-art methodologies, according to the comparison analysis.
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